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CHAPTER

ONE

INTRODUCTION

Abstract

The main objective of this thesis is the derivation of an approximate solution to the nonlinear Klein-
Gordon equation via the method of multiple scales. We may sometimes also call this technique the
multiple scale analysis. This method follows the concept of expanding the solution into a perturbation
series and including multiple temporal and spatial scales. The resulting approximation, proposed in [5]
for a modified version of this equation, has the simple form of a plane wave which is modulated by some
envelope function A, i.e.

εAei(kx−ωt) + εA∗e−i(kx−ωt) (1.1)

with small parameter 0 < ε� 1. We will see that A satisfies the nonlinear Gross-Pitaevskii equation, a
nonlinear Schrödinger equation (NLS) which plays an important role in physics, for example in nonlinear
optics (see [6]). Hence, in order to obtain an approximate solution to the Klein-Gordon equation, it is
sufficient to solve the Gross-Pitaevskii equation numerically. This can be done very efficiently by using
the splitting method, extensively discussed in [16] by C. Lubich, which we want to present later in this
thesis. This enables us to compute a feasible approximation in less time than by using methods to solve
the Klein-Gordon equation directly instead. Thus it makes sense to use the multiple scale approximation
if we want to obtain a good approximation to the nonlinear wave equation in short time. Throughout
the thesis we call (1.1) the NLS approximation.

Furthermore we will present a powerful splitting integrator which we use to solve the Klein-Gordon
equation numerically. This integrator is very efficient and features nice numerical properties such as norm
and energy conservation even for large time step sizes.

Outline

In chapter 2 we want to gain insight into the method of multiple scales and explain it on the basis
of two ordinary differential equations. We will discuss resonance effects which lead to so called secular
terms, i.e. terms that become unbounded as time advances. Dealing with these terms is a main part in
the method of multiple scales, therefore we will encounter them at many points in this thesis.

Chapter 3 treats the application of the multiple scale method to the nonlinear Klein-Gordon equa-
tion. Furthermore we will give some basic properties of the Gross-Pitaevskii equation and prove an error
bound for the NLS approximation.

7



8 1. Introduction

The tools for the numerical solution of the Gross-Pitaevskii and the Klein-Gordon equation are
introduced in chapter 4. We present Strang splitting methods for both equations and adapt the implicit
midpoint rule and the leapfrog method to the Klein-Gordon equation.

Using these integrators we do some numerical tests in chapter 5 in order to verify the NLS approxi-
mation numerically. Furthermore we show the norm and energy conservation properties of the integrators
and their numerical order.

Some Notational Remarks for this Thesis

For easier reading we may omit the spatial argument and just write v(t) instead of v(x, t) for some
function v : R × R → R. Furthermore the L2 norm is always understood with respect to the spatial
variable, i.e.

‖v(·, t)‖L2 = ‖v(t)‖L2 .

The complex conjugate of a number z ∈ C is denoted by z, where we may sometimes also use the notation
A∗ for A ∈ C instead of A. We abbreviate the complex conjugate of a preceding term by c.c., e.g.

εAei(kx−ωt) + c.c. = εAei(kx−ωt) + εA∗e−i(kx−ωt).

Furthermore whenever we consider terms fε depending on a small parameter 0 < ε � 1, we are
interested in the limit case ε→ 0.

In the caption of some figures in this thesis we may find a reference to the MATLAB files, which we
have used to create the figure.



CHAPTER

TWO

MULTIPLE SCALE ANALYSIS

The notion of multiple scale analysis or the method of multiple scales describes a method to analyze
the influence of weak nonlinearities in ordinary and partial differential equations on the corresponding
solution. In this chapter we want to give a short introduction to multiple scale analysis and present the
method on the basis of some ordinary differential equations.

For illustrating how a multiple scale analysis is done, we will have a look at the ordinary differential
equation

ÿ + 2εẏ + y = 0, y(0) = α ∈ R, ẏ(0) = 0,

that describes the movement of a lightly damped harmonic oscillator with small damping parameter
0 < ε� 1, and afterwards at the weak nonlinear oscillator problem

ÿ + y + εy3 = 0, y(0) = 1, ẏ(0) = 0,

where the weak nonlinearity is given by εy3 with small 0 < ε� 1.
The aim is to write down an approximation to the solution as a truncated and hence finite pertur-

bation series with small 0 < ε� 1 such as

y(t)  εMYM (t, εt, ε2t, . . . ) +
M−1∑
k=0

εkYk(t, εt, ε2t, . . . ), M ∈N.

Making this ansatz for the solution of our problem will lead to a sequence of differential equations for
the functions Yk, which sheds light on how to choose the functions Yk and the index M to truncate the
series.

Furthermore we are going to encounter secular terms, that arouse resonance effects and unbounded
growth, so they are undesirable. They play a major role throughout this thesis. Hence we will describe
these terms first in the successive section on basis of [17], chapter 4.1, [4] chapter 11.1 and 11.2 and with
the help of [21] chapter 7.

Please note that there is no generally valid error analysis for this method. Therefore it has to be
analyzed anew when applying it to a different problem. Fortunately the procedure is always the same.

9



10 2. Multiple Scale Analysis

2.1. Resonance and Secular Behaviour

If we speak about oscillatory problems, resonance effects are a crucial topic that can not be ignored.
They may occur for instance when a driving force is present in our system. Think of pushing a child on
a swing. If your pushing at the same frequency as the child swings, its amplitude will become larger and
larger. This effect has to be avoided.

In order to understand what this is about mathematically, let us consider the following example of a
harmonic oscillator of natural frequency ω0 that is taken from chapter 11.1 of [4].

Example 2.1.

The movement of a harmonic oscillator, e.g. a pendulum or a spring with a punctual weight,
can be represented by the homogeneous ordinary differential equation

ÿ(t) + ω2
0y(t) = 0, (2.1)

where y(t) shall be the displacement of the oscillator at time t and ω0 the natural frequency of the
system.

Its general solution is well known and given by

yh(t) = A cos(ω0t) +B sin(ω0t)

with arbitrary constants A,B ∈ R. Since for all t ∈ R | cos(ω0t)| ≤ 1 and | sin(ω0t)| ≤ 1 we can
bound

|yh(t)| ≤ A+B.

Now if we include a driving force, that periodically puts energy into the system at frequency ω,
we get a right hand side inhomogeneity in (2.1) and the oscillation can be represented by

ÿ(t) + ω2
0y(t) = cos(ωt). (2.2)

Its general solution depends on the relation between the driving frequency ω and the system’s
natural frequency ω0.

This driving force can be for example an electromagnet, that is placed under the spring and
that creates a periodically varying field to influence the oscillation of a magnetic mass hanging on
the spring.

But what happens if |ω| → |ω0|, i.e. if the driving frequency gets close to the natural frequency
of the system?

In the case |ω| , |ω0| we find the general solution of (2.2):

y(t) = A cos(ω0t) +B sin(ω0t) + cos(ωt)
ω2

0 − ω2 . (2.3)

As we can see, the denominator of the last summand gets close to 0 as |ω| → |ω0|. Since cos(ωt)
is bounded, the amplitude of the oscillation thus increases more and more. This can be explained
in physikcal terms by the system absorbing more and more energy from the external force when
the driving frequency ω gets close to the natural frequency ω0 of the system.

But nevertheless we observe that for all fixed |ω| , |ω0| the solution remains bounded for all
times t, since the oscillation is out of phase with the driving force.
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Figure 2.1. (resonance.m)
We chose A = 0, B = 1 and ω0 = 0.5 to plot the nonsecular solution y(t) (red
line) with driving frequency ω = 0.7 and the secular solution ys(t) (blue line) with
ω = ω0. One observes that y stays bounded over all t whereas ys is unbounded.

However, if |ω| = |ω0| the solution is given by

ys(t) = A cos(ω0t) +B sin(ω0t) + 1
2 t sin(ωt), |ω| = |ω0|. (2.4)

and therefore grows with t. Hence ys is unbounded as t→∞ (cf. figure 2.1).
In this case the system can continually absorb energy from the periodic external force, so

the amplitude of the oscillation of (2.2) increases without any bound. We say the system is in
resonance with the external force.

The term 1
2 t sin(ωt), which appears in (2.4), is called a secular term or just secularity, i.e. its

amplitude grows algebraically with t. This secularity has appeared because the right hand side of
(2.2), i.e. cos(ωt) with |ω| = |ω0|, itself is a solution of the homogeneous equation (2.1).

6

As we have seen in this example secular terms are a problem of big concern whenever we are interested
in bounded solutions of differential equations. Whenever an inhomogeneity in a differential equation is
itself a solution of the associated homogeneous constant coefficient problem, those unwanted secularities
appear. They always grow faster than the solution of the homogeneous problem by at least a factor of t.

The word secular itself means “pertaining to an age, a long period of time” and is used in this
mathematical context because of the study of planetary motions where a secular term might not be
noticeable over hundreds of years because the time scale is so long, but eventually will become unbounded.

Since secular terms play a major role in multiple scale analysis, let us give a proper definition of
secular terms:

Definition 2.2 (secular terms). We call f(t) a secular term if it becomes unbounded as t→∞, i.e.

f secular :⇐⇒ ∀T > 0∀C > 0∃t > T : |f(t)| > C.

In the context of differential equations secular terms cause unboundedness of an inhomogeneous
solution, even though the homogeneous solution itself is bounded.
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2.2. Elimination of Secular Terms

In this section we want to give a possible solution on how to deal with arising secularities. But since
the procedure described in this section is not very elegant as we will see, we will discuss the successive
nonlinear example again in section 2.3.2 in order to illustrate how the method of multiple scales can be
applied to a nonlinear initial value problem.

Therefore let us consider a nonlinear oscillator, i.e. a mass suspended from the ceiling by a spring,
that is not perfectly ideal, an example that can also be found in [4], chapter 11.1.

Then Hooke’s law, which depicts a linear relation between the displacement y(t) and the restoring
force of an ideal spring, applies only for quite small displacements y of the mass from the equilibrium,
where the linear differential equation

ÿ(t) + y(t) = 0, y(0) = 1, ẏ(0) = 0

represents the movement of the oscillator (compare (2.1) in Example 2.1 with natural frequency ω0 = 1).
However, larger displacements from the equilibrium evoke the linearly assumed oscillation to become

nonlinear. Having 0 < ε� 1, the corresponding perturbed equation of motion changes to

ÿ(t) + y(t) + εy(t)3 = 0, y(0) = 1, ẏ(0) = 0, (2.5)

which is known as a so called Duffing’s equation (see [17], section 2.2 for more details on the derivation
of this equation from the physical point of view).

In order to understand how the nonlinearity εy3 affects the corresponding solution of (2.5), we proceed
in 3 steps:

(1) Make the ansatz of expanding y as a power series in ε

y(t) B
∞∑
n=0

εnyn(t), (2.6)

{
y0(0) = 1, ẏ0(0) = 0,

yn(0) = 0, ẏn(0) = 0, n ≥ 1
(2.7)

(2) Substitute ansatz (2.6) into the differential equation (2.5)
(3) Set the terms associated with equal powers of ε equal to zero to obtain a sequence of linear

differential equations.

This leads to

0 =
∞∑
n=0

εnÿn +
∞∑
n=0

εnyn + ε

( ∞∑
n=0

εnyn

)3

= (ÿ0 + y0) + ε
(
ÿ1 + y1 + y3

0
)

+O(ε2).

In our example this yields the first two differential equations

ÿ0 + y0 = 0 (2.8a)

ÿ1 + y1 = −y3
0 , (2.8b)

where the second one (and also all further equations in the sequence) is inhomogeneous, so here the
nonlinearity affects the solution for the first time.

A solution to (2.8a) sufficing the initial conditions given in (2.7) is

y0(t) = cos(t).
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Now if we use the addition theorems for trigonometric functions we obtain

cos3(t) = 1
4 cos(3t) + 3

4 cos(t),

such that the right hand side of (2.8b) contains a harmless component 1
4 cos(3t) and a component 3

4 cos(t),
whose frequency equals the natural frequency ω0 = 1 of the unperturbed oscillator. Writing down (2.8b)
explicitely gives

ÿ1 + y1 = −1
4 cos(3t)︸         ︷︷         ︸
Cgn(t)

−3
4 cos(t)︸        ︷︷        ︸
Cgs(t)

.

We solve the following two differential equations seperately by using (2.3) and (2.4), i.e.

ÿ1a + y1a = gn(t) (2.3)⇒ y1a(t) = A cos(t) +B sin(t)− 1
4 ·

cos(3t)
1− 32 (nonsecular)

ÿ1b + y1b = gs(t)
(2.4)⇒ y1b(t) = C cos(t) +D sin(t)− 3

4 ·
1
2 t sin(t) (secular)

Then we sum their solutions y1a and y1b up to get the general solution y1 of (2.8b), i.e.

y1(t) = y1a + y1b = Ã cos(t) + B̃ sin(t) + 1
32 cos(3t)− 3

8 t sin(t). (2.9)

Together with the initial conditions y1(0) = ẏ1(0) = 0 given in (2.7) this provides the particular solution

y1(t) = − 1
32 cos(t) + 1

32 cos(3t)− 3
8 t sin(t).

We can see that y1 contains a secular term of the form t sin(t). Hence y1 features linear growth in t.
Now that we have found functions y0 and y1 which satisfy (2.8a) and (2.8b), we can write down an

approximation to the solution y of (2.5) in the form of the ansatz that we made in (2.6):

y(t) = y0(t) +εy1(t) +O(ε2)

= cos(t) +ε
[
− 1

32 cos(t) + 1
32cos(3t)−

3
8 t sin(t)

]
+O(ε2).

Here O(ε2) means that for fixed t the error

err(t) B |y(t)− (y0(t) + εy1(t))|

is at most of order ε2. But this is only true as long as t � ε−1. For these t we have y1(t) = O(ε−1)
because of the term 3

8 t sin(t) in (2.9). If we allow t to be of order ε−1 or larger, this secular term gains
more and more weight, since the amplitude of the oscillation grows with t, such that the error estimate
err(t) = O(ε2) does not hold any more.

However, the exact solution y(t) to (2.5) remains bounded for all t as C. Bender and A. Orszag show
in [4], chapter 11.

Thus, the fact that our approximation has secular terms seems to be a paradox. But actually the
resolution of this paradox can be found in the summation of the perturbation series in (2.6), that converges
to y(t) for each fixed t as ε→ 0+. So even though each term yn in the series may contain secular terms,
these secularities must be caught by successive terms in the series, i.e. they must disappear by summation.
We can illustrate this by an easy example:

Consider the function

f(t) B e−εt =
∞∑
n=0

(−1)nεntn

n!

= 1− εt+ 1
2ε

2t2 − 1
6ε

3t3 + · · ·

, ε→ 0+
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and observe that each term of the series for itself is secular when t is of order ε−1 or larger, but f(t)
remains bounded for all t > 0.

So how can we achieve to construct a series that is a good approximation to the exact solution y of
(2.5) and that remains bounded for all t?

Let us analyze the more complicated series of ansatz (2.6), i.e.

y(t) =
∞∑
n=0

εnyn(t).

Considering the sequence of differential equations with inhomogeneity In

ÿn + yn = −In, yn(0) = αn, ẏn(0) = βn, n ≥ 0

for some αn, βn ∈ R, one can show by an inductive argument, that the most secular terms of a summand
yn(t) are growing like tn, cf. [4], end of section 11.1. They are of the form

Ant
neit +A∗nt

ne−it,

where
An = 1

2
1
n!

(
3i
8

)n
and A∗n is the complex conjugate of An. Less secular terms, i.e. terms growing like tk, (k < n) can be
ignored in the following, because for t ∈ O(ε−1) they are negligible compared to at least one of the most
secular terms included in the following equation.

Constructing a series of the most secular terms using An defined as above yields
∞∑
n=0

1
2ε

ntn
[

1
n!

(
3i
8

)n
eit + 1

n!

(
−3i

8

)n
e−it

]
= 1

2

(
ei(t+

3
8 εt) + e−i(t+

3
8 εt)
)

= cos
[
t

(
1 + 3

8ε
)]

, (2.10)

which is not secular and remains bounded for all t.
One can see in figure 2.2 that at t = 160 this approximation is still nearly “in phase” with the exact

solution y for ε = 0.1 of the nonlinear equation, whereas the solution of the linear oscillator cos(t) is
already about a whole period “out of phase”. For ε = 0.3 this effect can be seen even better. Then cos(t)
is already 3 periods out of phase and also the better approximation loses synchrony with y more and
more.

The result of (2.10) can be interpreted as a phase shift of the harmonic oscillator, caused by the
nonlinearity εy3 in our differential equation.

2.3. Method of Multiple Scales: The “How to” in two Examples

The main result of the previous section is the fact, that perturbation theory in powers of ε is invalid
when t gets larger than Oε−1, because secular terms appear in all orders of ε and lead to unboundedness
of a truncated perturbation series although the exact solution y may be bounded.

We have seen, that we can get rid of the most secular terms of a perturbation series by summing
them to all orders of ε such that we hopefully obtain a convergent series, in the best case convergent to
the exact solution.

This calculation can be very lengthy. It can be bypassed by using a more elegant method, the method
of multiple scales. As the method’s name suggests we do not only use one time scale t but also several
further time scales εt, ε2t, . . . , such that we can deal with times t of order O(ε−k). Then it will provide
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Figure 2.2. (duffing .m)
Comparison of the exact solution y(t) of the Duffing’s equation to the approxi-
mations cos(t) and cos

(
t(1 + 3

8ε)
)
, for ε = 0.1 (left) and ε = 0.3 (right).

a pretty nice way to eliminate secular terms in the approximate solution as we will see in the following
examples.

Firstly in order to get a bit into this method we are about to treat a linear example and afterwards we
will come back to the Duffing’s equation that we already studied. For the latter the method of multiple
scales results in the same approximation ỹ(t) = cos

(
t(1 + 3

8 )
)

that we already derived from a different
point of view.

Before we proceed to the examples let us give the definition of long and short time scales.

Definition 2.3. Let t be the argument of a function y ∈ C2(R), 0 < ε < 1, k ∈N.
Then εkt is called a long / slow variable, whereas t itself is called a short / fast variable. If t

represents the time variable we may also call it slow or respectively fast time scale.

We may use the terms of the “long” and respectively “short” variable interchangeably with “slow”
and “fast” respectively.
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2.3.1. A linear Example: The Damped Oscillator

Now let us explain the method of multiple scales on the basis of a linear example first. We consider
a damped oscillator with small damping, caused by external forces such as friction. An oscillator of that
kind can be for instance a simple pendulum. For example think of a child sitting on a swing. If we deflect
it from the equilibrium and then leave it the swing will oscillate, but its amplitude will decrease. The
mathematical example of this section is taken from [21], chapter 7.B.

y(t)

If we do not respect the friction of the string against the hanging and
of the whole swing against the air, then its oscillation at frequency ω0 with
small amplitude α can be described as before by

ÿ(t) + ω2
0y(t) = 0, y(0) = α, ẏ(0) = 0,

and will go on forever, where y(t) shall denote the deflection from the equi-
librium at time t. But as we know from everyday life the amplitude of such
an oscillator will decay over time t, thus we should respect the external forces

described above. These can be approximated by the damping term 2ζω0ẏ(t), since the damping depends
on the current velocity of the pendulum. Therefore the differential equation, which characterizes this
behaviour reads

ÿ(t) + 2ζω0ẏ(t) + ω2
0y(t) = 0, y(0) = α, ẏ(0) = 0.

Here we have to distinguish three different cases for ζ > 0:

(1) ζ > 1: The system is overdamped, i.e. the amplitude of the oscillator decays exponentially to 0
without oscillating.

(2) ζ = 1: The system is critically damped, i.e. it will return to the equilibrium as fast as possible
without oscillating.

(3) 0 < ζ < 1: The system is underdamped, i.e. we observe an oscillation, where the amplitude is
exponentially decaying to 0.

The last case is the one we are interested in, since we only want to consider small damping in our multiple
scale method. Therefore for ε ∈ (0, 1) we set ζ = ε and for simplicity we choose a pendulum whose natural
frequency is ω0 = 1. This leads to the differential equation

ÿ(t) + 2εẏ(t) + y(t) = 0, y(0) = α, ẏ(0) = 0, (2.11)

which we want to solve approximately by the method of multiple scales, even though we can solve it
exactly as

y(t) = αe−εt
[
cos
(√

1− ε2t
)

+ ε√
1− ε2

sin
(√

1− ε2t
)]
. (2.12)

One can easily check that y is bounded for all t ≥ 0.
The method to get a multiple scale approximation is pretty technical and goes as follows:

The First Step

Firstly we introduce the new variables

τ B εt, σ B ε2t

that define long time scales. These time scales are called long since τ and σ are not negligible when t is
of order ε−1 or larger.
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The solution y(t) of the problem (2.11) clearly depends only on the short time t. Nevertheless the
method of multiple scales seeks solutions that are functions of both the fast time scale t and the slow
time scales τ and σ. Even though in the actual solution t, τ and σ are in correlation to each other, this
method treats them as independent variables. This artifice is a means to remove secular effects in an
elegant way as we will see. We want to emphasize again that t and τ are ultimately not independent.

The Second Step

Then secondly we make the ansatz

y(t) =
∞∑
n=0

εnYn(t, τ, σ, ε3t, . . . )

of y as a so called perturbation series, where this representation is only formal and where Yn is allowed
to depend on as many time scales as needed. For our purpose the variables t, τ and σ are sufficient, i.e.
Yn = Yn(t, τ, σ).

If we want to use this representation of y in the damped equation (2.11) we have to expand the notion
of the derivative with respect to t by a differential operator At that satifies

d

dt
y(t) = At

∞∑
n=0

εnYn(t, τ, σ)

for all t. Having d
dt τ = ε and d

dtσ = ε2, we obtain the formal differential operator

At B

(
∂

∂t
+ ε

∂

∂τ
+ ε2 ∂

∂σ

)
,

by using the chain rule for partial differentiation. Here we assume each Yn to be at least two times
continuously differentiable with respect to all variables.

Hence we find the first and second derivative of y

d

dt
y = ∂

∂t
Y0 + ε

(
∂

∂τ
Y0 + ∂

∂t
Y1

)
+ ε2

(
∂

∂σ
Y0 + ∂

∂τ
Y1 + ∂

∂t
Y2

)
+O(ε3)

and

d2

dt2
y = ∂2

∂t2
Y0 + ε

(
2 ∂2

∂τ∂t
Y0 + ∂2

∂t2
Y1

)
+ ε2

(
∂2

∂τ2Y0 + 2 ∂2

∂σ∂t
Y0 + 2 ∂2

∂τ∂t
Y1 + ∂2

∂t2
Y2

)
+O(ε3).

(2.13)

The Third Step

In the third step we insert (2.13) into the differential equation (2.11) and sort the terms by powers
of ε. This yields{

∂2

∂t2
Y0 + Y0

}
+ ε

{
∂2

∂t2
Y1 + Y1 + 2 ∂2

∂τ∂t
Y0 + 2 ∂

∂t
Y0

}
+ ε2

{
∂2

∂t2
Y2 + Y2 + ∂2

∂τ2Y0 + 2 ∂2

∂σ∂t
Y0 + 2 ∂

∂τ
Y0 + 2 ∂2

∂τ∂t
Y1 + 2 ∂

∂t
Y1

}
+O(ε3) = 0.

Comparing the left hand side with the right hand side of this equation, we see that it makes sense to set
the terms in front of each power of ε to 0, which yields a sequence of differential equations. In a similar
way we obtain the corresponding initial values. In this example we have y(0) = α and d

dt y(0) = 0. By
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our ansatz for y(t) we have

α =Y0(0, 0, 0) + εY1(0, 0, 0) + ε2Y2(0, 0, 0) + . . .

and from (2.13) we can conclude

0 = ∂

∂t
Y0(0, 0, 0) + ε

(
∂

∂τ
Y0(0, 0, 0) + ∂

∂t
Y1(0, 0, 0)

)
+ ε2

(
∂

∂σ
Y0(0, 0, 0) + ∂

∂τ
Y1(0, 0, 0) + ∂

∂t
Y2(0, 0, 0)

)
+ . . .

and if we again compare the terms in orders of ε we get the initial values associated to the corresponding
differential equations.

Thus we have to solve
∂2

∂t2
Y0 + Y0 = 0, (2.14)

Y0(0, 0, 0) = α,
∂

∂t
Y0 = (0, 0, 0)

∂2

∂t2
Y1 + Y1 = −

(
2 ∂2

∂τ∂t
Y0 + 2 ∂

∂t
Y0

)
, (2.15)

Y1(0, 0, 0) = 0, ∂

∂t
Y1(0, 0, 0) = − ∂

∂τ
Y0(0, 0, 0)

∂2

∂t2
Y2 + Y2 = −

(
∂2

∂τ2Y0 + 2 ∂2

∂σ∂t
Y0 + 2 ∂

∂τ
Y0 + 2 ∂2

∂τ∂t
Y1 + 2 ∂

∂t
Y1

)
, (2.16)

Y2(0, 0, 0) = 0, ∂

∂t
Y2(0, 0, 0) = − ∂

∂τ
Y1(0, 0, 0)− ∂

∂σ
Y0(0, 0, 0).

We can solve (2.14) with the ansatz

Y0(t, τ, σ) = A(τ, σ) cos t+B(τ, σ) sin t, A(0, 0) = α, B(0, 0) = 0 (2.17)

with yet to specify functions A and B. We calculate the partial derivatives of Y0 with respect to t, τ
and σ, treating those as independent, uncorrelated variables, and insert them into (2.15) . This will give
some first conditions, that A and B have to satisfy. We obtain

∂2

∂t2
Y1 + Y1 = 2

(
∂

∂τ
A(τ, σ) +A(τ, σ)

)
sin t− 2

(
∂

∂τ
B(τ, σ) +B(τ, σ)

)
cos t. (2.18)

We see that the right hand side is in resonance with the solution of the homogeneous equation

∂2

∂t2
Y1 + Y1 = 0,

if the terms in front of cos t and sin t are nonzero. Because we treat t, τ and σ as independent, these
terms are constant with respect to t. Therefore in order to avoid secular terms in differential equations,
A and B have to satisfy

∂

∂τ
A = −A, A(0, 0) = α,

∂

∂τ
B = −B, B(0, 0) = 0,

(2.19)

where the initial conditions are from (2.17). This gives

A(τ, σ) = γ(σ)e−τ , γ(0) = α,

B(τ, σ) = δ(σ)e−τ , δ(0) = 0.
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At this point we simplified (2.18) in such a way that the right hand side vanishes and we obtain a
homogeneous equation again for Y1:

∂2

∂t2
Y1 + Y1 = 0, Y1(0, 0) = 0, ∂

∂t
Y1(0, 0) = α. (2.20)

Analogously to (2.17), we make the ansatz

Y1(t, τ, σ) = C(τ, σ) cos t+D(τ, σ) sin t, C(0, 0) = 0, D(0, 0) = α. (2.21)

for the solution of (2.20). When we wanted to determine the functions A(τ, σ), B(τ, σ) in the ansatz for
Y0, we had to consider the equation for Y1 and had to arrange that no secular terms arouse in its right
hand side. The same is done now in order to determine C and D by analyzing the differential equation
for Y2 and especially its right hand side. The latter turns out again to be in resonance with the solution
of the homogeneous equation

∂2

∂t2
Y2 + Y2 = 0.

Thus we have to set the coefficients of the secular terms equal to zero and solve another ordinary differ-
ential equation for C and D.

But first let us write down again the equation for Y2:

∂2

∂t2
Y2 + Y2 = −

(
∂2

∂τ2Y0 + 2 ∂2

∂σ∂t
Y0 + 2 ∂

∂τ
Y0 + 2 ∂2

∂τ∂t
Y1 + 2 ∂

∂t
Y1

)
=
[
(2γ′(σ) + δ(σ)) e−τ + 2

(
∂

∂τ
C + C

)]
sin(t)

+
[
(−2δ′(σ) + γ(σ)) e−τ − 2

(
∂

∂τ
D +D

)]
cos(t).

Again we see that we have to set the terms in front of sin(t) and cos(t) equal to zero to avoid secularities.
This gives

2γ′(σ) + δ(σ) = −2eτ
(
∂

∂τ
C + C

)
−2δ′(σ) + γ(σ) = 2eτ

(
∂

∂τ
D +D

) (2.22)

and because the left hand side is only depending on σ we conclude that the right hand side has to be
constant with respect to τ . Therefore we write the equations for C(τ, σ) and D(τ, σ) as

∂

∂τ
C + C = −1

2e
−τf(σ), C(0, 0) = 0

∂

∂τ
D +D = 1

2e
−τg(σ), D(0, 0) = α.

Taking a closer look one recognizes the secular terms e−τ on the right hand side of both equations. In
order to assure that Y1 stays bounded we therefore have to set f(σ) ≡ 0 ≡ g(σ) and find

C(τ, σ) ≡ 0 and D(τ, σ) = αe−τ .

Then (2.22) becomes
2γ′(σ) + δ(σ) = 0

−2δ′(σ) + γ(σ) = 0
, γ(0) = α, δ(0) = 0.

As one can easily check, the functions

γ(σ) = α cos
(

1
2σ
)

and δ(σ) = α sin
(

1
2σ
)

solve this system.



20 2. Multiple Scale Analysis

0 2.5 5 7.5 10
−2

0

2.5

5
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Figure 2.3. (damped oscillator.m)
Left: Evolution of the damped oscillator’s amplitude over time. The blue solid
line shows the exact solution y(t) (see (2.12)) of the damped oscillator equation
(2.11) with α = 5 and ε = 0.4. The red dashed line shows the multiple scale
approximation ỹ(t). The amplitude goes to zero over time like e−εt (dashed line).
Right: Logarithmic error plot of the maximal error of the approximation ỹ in
the time interval t ∈ [0, 200] for various α > 0. The logarithmic error decreases
linearly with gradient 2. Therefore the order of the error is O(ε2).

Thus altogether

Y0(t, τ, σ) = αe−τ
[
cos
(

1
2σ
)

cos(t) + sin
(

1
2σ
)

sin(t)
]

= αe−τ cos
(
t− 1

2σ
)

Y1(t, τ, σ) = αe−τ sin(t)
Finally, if we have a look at the initial conditions of the (now homogeneous) equation (2.16) for Y2 we
find Y2(0, 0, 0) = 0 and ∂

∂tY2(0, 0, 0) = 0 such that Y2(t, τ, σ) = 0, ∀t, τ, σ.

The Result

Overall we obtain the approximation ỹ B Y0 + εY1, i.e.

ỹ(t) = αe−εt
[
cos
(

(1− ε2

2 ) t
)

+ ε sin(t)
]
.

If we have a look at the error
∞∑
n=0

εnYn − ỹ = ε3Y3 +O(ε5)

we find that ỹ has an error of order O(ε2) as long as t ∈ O(ε−1) or smaller. We have to set up such a
bound to the time interval, since we did not fetch more information on the ε3 term Y3 in the series of our
ansatz. This term may contain secularities of order O(t) or even worse such that Y3 becomes O(1) if we
exceed a certain time barrier. Therefore we set up the validity interval [0, T0/ε] for our approximation
for some T0 > 0.

The multiple scale approximation ỹ(t) and the exact solution y(t) for ε = 0.4 and α = 5 are depicted
in figure 2.3 and from the error plot one can conclude that as expected the error is of order O(ε2).
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2.3.2. A nonlinear Example: The Duffing’s Equation

To gain more insight into how this method helps to analyze the influence of nonlinear effects let us
again have a look at the nonlinear differential equation from the beginning of this chapter, the Duffing’s
equation

ÿ(t) + y(t) + εy(t)3 = 0, y(0) = 1, ẏ(0) = 0. (2.23)

The Formal Procedure

We proceed in this nonlinear example as we have already seen in the previous section:
Firstly we assume a perturbation expansion of the solution y, that is of the form:

y(t) = Y0(t, τ) + εY1(t, τ) + · · · =
∞∑
n=0

εnYn(t, τ), (2.24)

where Yn(t, τ) are the functions we are looking for. For our purpose this time the functions Yn only
depend on the two time scales t and τ = εt. Of course we can extend this procedure to as many time
scales as we like, but since some upcoming equations would become unnecessarily difficult without any
further insight into the method itself we leave it at two time scales.

Again we obtain the derivatives of y(t) by using the chain rule for partial differentiation, which yields

d

dt
y(t) = ∂Y0

∂t
+ ε

(
∂Y0

∂τ
+ ∂Y1

∂t

)
+O(ε2), (2.25a)

d2

dt2
y(t) = ∂2Y0

∂t2
+ ε

(
2∂

2Y0

∂τ∂t
+ ∂2Y1

∂t2

)
+O(ε2). (2.25b)

By substituting the series (2.24) and equations (2.25) into our differential equation (2.23) we obtain

∂2Y0

∂t2
+ Y0 + ε

(
∂2Y1

∂t2
+ Y1 + 2∂

2Y0

∂τ∂t
+ Y 3

0

)
+O(ε2) = 0.

In the same way as in the previous section we obtain a sequence of differential equations. The first two
equations of this sequence are given by

∂2Y0

∂t2
+ Y0 = 0, Y0(0, 0) = 1, ∂

∂t
Y0(0, 0) = 0, (2.26a)

∂2Y1

∂t2
+ Y1 = −Y 3

0 − 2∂
2Y0

∂τ∂t
, Y1(0, 0) = 0, ∂

∂t
Y1(0, 0) = − ∂

∂τ
Y0(0, 0). (2.26b)

To include the dependence of the solutions to these differential equations on the independently treated
variables t and τ we make the following ansatz for Y0

Y0(t, τ) = A(τ)eit +A∗(τ)e−it, (2.27)

which indeed solves (2.26a) and even is its most general real solution.
Here, A(τ) shall be a yet arbitrary complex function of τ , that we want to determine more precisely

in the following steps and A∗(τ) denotes its complex conjugate.
We differentiate Y0(t, τ) with respect to t and τ and obtain its partial derivatives

∂Y0

∂t
(t, τ) = iA(τ) eit−iA∗(τ) e−it (2.28a)

∂Y0

∂τ
(t, τ) = dA

dτ
(τ)eit+dA∗

dτ
(τ)e−it, (2.28b)

again treating t and τ as independent variables.
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The function A(τ) is determined by setting up the condition that secular terms do not appear in
equation (2.26b). We have

∂2Y0

∂τ∂t
= i

dA

dτ
(τ)eit − idA

∗

dτ
(τ)e−it

and
Y 3

0 = A3e3it + 3A2A∗eit + 3A (A∗)2
e−it + (A∗)3

e−3it

such that finally

−Y 3
0 − 2∂

2Y0

∂τ∂t
= −A3e3it + eit

[
−3A2A∗ − 2idA

dτ

]
︸                     ︷︷                     ︸

Cs1(τ)

− (A∗)3
e−3it + e−it

[
−3A (A∗)2 + 2idA

∗

dτ

]
︸                          ︷︷                          ︸

Cs2(τ)

.

(2.29)

One can easily check that e±it is itself a solution of the homogeneous equation

∂2

∂t2
Y1 + Y1 = 0

corresponding to (2.26b).
So if the terms s1(τ), s2(τ) in front of e±it in (2.29) are nonzero, Y1(t, τ) will be secular in t. But

that is exactly what we want to avoid. Hence we set s1 and s2 equal to zero:

−3A2A∗ − 2idA
dτ

= 0 (2.30a)

−3A (A∗)2 + 2idA
∗

dτ
= 0, (2.30b)

and observe that (2.30b) is just the complex conjugate equation of (2.30a) and can be omitted. If we
have A satisfying these conditions, Y1 will not contain secular terms and at least no secularities appear
in the first two terms of the series representation of y in (2.24) , but we have to be aware that we don’t
have any information on further terms.

So we have to restrict our time interval to t ∈ [0, T0/ε] such that the error of the approximation

ỹ(t) B Y0(t, τ) + εY1(t, τ)

is of order O(ε2), i.e. y(t)− ỹ(t) = O(ε2), similar as before.
To achieve this objective let us try to solve (2.30a) by writing A(τ) in polar coordinates:

A(τ) B R(τ)eiθ(τ), R, θ : R 7→ R.

By (2.30a) we get the differential equation(
−3R3(τ)− 2idR

dτ
(τ) + 2R(τ)dθ

dτ
(τ)
)
eiθ(τ) = 0,

which actually gives two equations, one for the real part, the other for the imaginary part of the equation.
Since Y0(0, 0) = 2 ReA(0) = 1 we can assume R(0) , 0. Thence

dR

dτ
= 0 ⇒ R(τ) = R(0) ∀τ > 0 (2.31)

dθ

dτ
= 3

2R
2 (2.31)⇒ θ(τ) = θ(0) + 3

2R
2(0)τ (2.32)

and altogether
A(τ) = R(0)ei(θ(0)+ 3

2R
2(0) τ).
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If we now insert this result into our ansatz (2.27) this yields the zeroth order solution, i.e. the solution
for Y0 in front of ε0

Y0(t, τ) = A(τ)eit +A∗(τ)e−it

= Re
(
R(0)ei(θ(0)+ 3

2R
2(0) τ+t)

)
= 2R(0) cos

[
θ(0) + 3

2R
2(0) τ + t

]
.

We still have to determine R(0) and θ(0) by using the initial conditions of our original problem
(2.23), i.e. y(0) = 1, ẏ(0) = 0. We have to translate them into initial conditions for Y0, Y1, . . . . Recall
that y(t) = Y0(t, τ) + εY1(t, τ) + . . . and remember that these conditions read

y(0) = 1 ⇒ Y0(0, 0) = 1, Y1(0, 0) = 0, Y2(0, 0) = 0, . . .
dy

dt
(0) = 0 (2.25a)⇒ ∂Y0

∂t
(0, 0) = 0, ∂Y1

∂t
(0, 0) = −∂Y0

∂τ
(0, 0), . . .

So we have the conditions for R(0) and θ(0):

∂Y0

∂t
(0, 0) = −2R(0) sin θ(0) = 0 ⇒ θ(0) = 0,

Y0(0, 0) = 2R(0) cos θ(0) θ(0)=0= 2R(0) = 1 ⇒ R(0) = 1
2 .

Therefore we obtain the result
Y0(t, τ) = cos

(
t+ 3

8τ
)

and hence we finally have for the solution of the nonlinear oscillator problem (2.23), recalling that τ = εt

y(t) = cos
(
t

(
1 + 3

8ε
))

+O(ε),

where t ∈ O(ε−1).
Observe that we have reproduced the approximation to the solution of (2.10) by simply setting up the

condition that secularities do not appear in the solution Y1 to (2.26b), corresponding to order ε, without
actually solving this equation. Therefore Y1 stays bounded for all t, τ, σ, i.e. εY1 ∈ O(ε) and we only
have to worry about the term ε2Y2 which we did not investigate. This term may contain a secular part
which grows like O(t). That’s why we have to set the validity interval to t ∈ [0, T0/ε] for some T0 > 0.





CHAPTER

THREE

A MULTIPLE SCALE METHOD APPLIED TO THE NONLINEAR
KLEIN-GORDON EQUATION

Now that we have seen a few examples on how to use the method of multiple scales we are ready to
apply it to the a bit more complicated problem of nonlinear waves in dispersive matter. In this chapter
the content is mostly taken from [18], chapter 2c, [6], chapter 5, and [13]

Therefore we will apply the method to the nonlinear Klein-Gordon equation and encounter the Gross-
Pitaevskii equation, a nonlinear Schrödinger equation which will provide a condition for the envelope of
the wave packet to avoid secularities in the truncated multiple scale ansatz. The consequence will be
a modulation in space and time of the solution of the wave equation (see figure 3.1), i.e. we obtain an
approximation

εψNLS(x, t) B εAei(kx−ωt) + εA∗e−i(kx−ωt),

where its amplitude A obeys the Gross-Pitaevskii equation.
But before we begin, we want to introduce the residual of a nonlinear partial differential equation.

If we want to know how accurate a multiple scale method is, applied to an equation of the form

L(u) = N (u), (3.1)

we have to set up a means to measure the goodness of an approximation to the solution. Here L denotes
a linear differential operator and N a nonlinearity in the solution u. For that purpose let us define the
residual of such a differential equation.

Definition 3.1 (the residual). The residual of a nonlinear differential equation is given by

Res(ũ) = L(ũ)−N (ũ).

It gives information about the goodness of an approximation ũ.
If Res(ũ) = 0 then ũ is the exact solution of the differential equation.

25
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O(ε−1)

O(ε)

O(1)

c

Figure 3.1. (RUN wave shape.m)
A wave packet (solid line) modulated by an envelope function, which is a solution
of the nonlinear Schrödinger equation (dashed line). The envelope and the wave
packet move with group velocity c. The amplitude and the width of the pulse
are defined in terms of the small parameter ε, whereas the oscillation width of
the wave itself is O(1).

3.1. The nonlinear Klein-Gordon Equation

When applying a multiple scale analysis to a partial differential equation our aim is to gain an
approximation ũ with small residual. Now we want to apply a multiple scale analysis to the nonlinear
wave equation with cubic nonlinearity, i.e.

∂2

∂t2
u(x, t) = α

∂2

∂x2u(x, t)− βu(x, t) + λu3(x, t), α, β ≥ 0, λ ∈ R,

u( ·, 0) = u0,
∂

∂t
u( ·, 0) = u1

(3.2)

also called nonlinear Klein-Gordon equation, and proceed as in [18], chapter 2c. This equation describes
the movement of a wave packet at constant group velocity c. As we will see the envelope of the wave packet
is modulated by some function A in the spatial order ε−1, see figure 3.1. Therefore we will additionally
to some long time scales also introduce a long spatial scale X = εx, which enables us to investigate this
modulation function in an elegant way.

Metaphorically speaking the long time scale means that we have a look at the movement of the
solution in “slow motion”. Likewise the long spatial scale eneables us to “zoom” into the solution in order
to investigate its spatial properties.

Before we start applying the method of multiple scales let us fix some notation:

• We denote the short (or resp. fast) spatial variable by x ∈ R shall and the corresponding large
(or slow) spatial variable by X B εx.

• We set t the fast and τ B εt, σ B ε2t the corresponding slow time scales.

Again 0 < ε � 1 is a small parameter. Like in the case of ordinary differential equations we can make
the ansatz of a perturbation series for the solution u(x, t) of the partial differential equation (3.2) such
that

u(x, t) = ε

∞∑
n=0

εnUn(x,X, t, τ, σ), ε→ 0 + . (3.3)

Inserting this ansatz into the wave equation leads to a sequence of partial differential equations, which
gives more information about how to choose the functions Un such that we get a feasible approximation

ũ(x, t) = ε

M∑
n=0

εnUn, ε→ 0+,



3.1. The nonlinear Klein-Gordon Equation 27

for some M ∈N. The aim is to get a small residual Res(ũ). To achieve this goal we have to take care of
secular terms and if necessary eliminate them. As for the examples in chapter 2 we can identify a term
of the right hand side of an equation as a (possible) secularity, when it is a solution to the homogeneous
differential equation by itself.

Note that as before x, X, t, τ and σ are treated independently when we differentiate Un with respect
to them, even though they are actually not independent. It will be quite the same procedure as for
ordinary differential equations, such that we interpret the differentiations ∂x and ∂t applied to u as
partial differential operators

Ax B

(
∂

∂x
+ ε

∂

∂X

)
and

At B

(
∂

∂t
+ ε

∂

∂τ
+ ε2 ∂

∂σ

)
applied to the series in (3.3) such that

∂

∂x
u(x, t) = Ax

(
ε

∞∑
n=0

εnUn(x,X, t, τ, σ)
)

= ε

(
∂

∂x
U0 + ε

(
∂

∂x
U1 + ∂

∂X
U0

)
+ ε2

(
∂

∂x
U2 + ∂

∂X
U1

)
+ ε3 . . .

) (3.5a)

and respectively

∂

∂t
u(x, t) = At

(
ε

∞∑
n=0

εnUn(x,X, t, τ, σ)
)

= ε

(
∂

∂t
U0 + ε

(
∂

∂t
U1 + ∂

∂τ
U0

)
+ ε2

(
∂

∂t
U2 + ∂

∂τ
U1 + ∂

∂σ
U0

)
+ ε3 . . .

)
.

(3.5b)

Since ∂2

∂t2 = A2
t and ∂2

∂x2 = A2
x and therefore

∂2

∂x2u =
(
∂2

∂x2 + 2ε ∂2

∂X∂x
+ ε2 ∂2

∂X2

)
ε

∞∑
n=0

εnUn,

∂2

∂t2
u =

(
∂2

∂t2
+ 2ε ∂2

∂τ∂t
+ 2ε2 ∂2

∂σ∂t
+ ε2 ∂

2

∂τ2 + 2ε3 ∂2

∂σ∂τ
+ ε4 ∂2

∂σ2

)
ε

∞∑
n=0

εnUn

we have
∂2

∂x2u = ε
∂2

∂x2U0 + ε2
{
∂2

∂x2U1 + 2 ∂2

∂X∂x
U0

}
+ ε3

{
∂2

∂x2U2 + 2 ∂2

∂X∂x
U1 + ∂2

∂X2U0

}
+O(ε4)

(3.6)

and
∂2

∂t2
u = ε

∂2

∂t2
U0 + ε2

{
∂2

∂t2
U1 + 2 ∂2

∂τ∂t
U0

}
+ ε3

{
∂2

∂t2
U2 + 2 ∂2

∂τ∂t
U1 + 2 ∂2

∂σ∂t
U0 + ∂2

∂τ2U0

}
+O(ε4).

(3.7)

Applying the Cauchy product formula to the series (3.3) yields

u3(x, t) = ε3
∞∑
n=0

εn
n∑
k=0

k∑
l=0
Un−kUk−lUl. (3.8)
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In the following let us define the linear differential operator L for the Klein-Gordon equation (3.2) as

L(ϕ) B ∂2

∂t2
ϕ− α ∂2

∂x2ϕ+ βϕ

and its nonlinearity as
N (ϕ) = λϕ3.

If we insert these representations of the derivatives into the wave equation (3.2) this gives

0 = ∂2

∂t2
u(x, t)− α ∂2

∂x2u(x, t) + βu(x, t)− λu3(x, t)

= ε L (U0) + ε2
{
L (U1) + 2 ∂2

∂τ∂t
U0 − 2α ∂2

∂X∂x
U0

}
+ ε3

{
L (U2) + 2 ∂2

∂τ∂t
U1 − 2α ∂2

∂X∂x
U1 + 2 ∂2

∂σ∂t
U0 + ∂2

∂τ2U0 − α
∂2

∂X2U0 − λU3
0

}
+O(ε4)

(3.9)

such that we get a sequence of partial differential equations for the Un by equating the terms in front of
powers of ε to 0. As before in the two examples of the previous chapter we can translate the initial and
boundary conditions for u(x, t) into initial and boundary conditions for the functions Un by recalling the
representation (3.3) of u and its derivatives in (3.5). Then comparing the the terms in front of each order
of ε leads to the subsequent differential equations and its corresponding initial and boundary values.

The term in front of ε gives the equation

L(U0) = 0,

which is equivalent to the equation

∂2

∂t2
U0 − α

∂2

∂x2U0 + βU0 = 0

U0( ·, ε ·, 0, 0, 0) = ε−1u0,

∂tU0( ·, ε ·, 0, 0, 0) = ε−1u1.

It is solved by a function of the form

U0(x,X, t, τ, σ) = A(X, τ, σ)ei(kx−ωt) +A∗(X, τ, σ)e−i(kx−ωt),

where the relation between ω and k has to satisfy the dispersion relation

ω(k) =
√
αk2 + β. (3.10)

We call ω the frequency of the wave and k the corresponding wave number. A(X, τ, σ) is a yet unspecified
amplitude function dependent on the slow variables, which we want to derive in the following steps, A∗

denotes its complex conjugate.
Inserting this ansatz into the differential equation given by the ε2 term, i.e.

L(U1) = −2 ∂2

∂τ∂t
U0 + 2α ∂2

∂X∂x
U0︸                              ︷︷                              ︸

C(∗)

,

U1( ·, ε ·, 0, 0, 0) = 0,

∂tU1( ·, ε ·, 0, 0, 0) = −∂τU0( ·, ε ·, 0, 0, 0),

(3.11)
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yields the right hand side to be

(∗) = 2i
(
ω
∂

∂τ
A+ αk

∂

∂X
A

)
ei(kx−ωt) − 2i

(
ω
∂

∂τ
A∗ + αk

∂

∂X
A∗
)
e−i(kx−ωt).

It is easy to see, that (∗) has the same x-t-structure as the solution to the homogeneous problem and
even is a solution to this by itself. So (∗) represents a secularity that needs to be eliminated, since it
would lead to unbounded growth in U1 over long periods of time. The term x-t-structure describes the
relation between the frequency ω̃ and the wave number k̃ of a propagating wave ei(k̃x−ω̃t). So we get the
first conditions to the amplitude function A and A∗ respectively:

ω
∂

∂τ
A = −αk ∂

∂X
A and ω

∂

∂τ
A∗ = −αk ∂

∂X
A∗, (3.12)

which are basically only one condition, since one equation is the complex conjugate of the other.
We observe that this condition is equivalent to the wave propagating at group velocity

c B
αk

ω
= ω′(k)

in the slow variables. We can make A satisfy this demand if we perform a coordinate transform and
introduce the variable ξ B X − cτ . This is pretty intuitive since we assume the wave packet to move at
group velocity c.

Then A(ξ, σ) = A(X − cτ, σ) satisfies (3.12) since ∂
∂ξA = ∂

∂XA holds and by (3.11) the equation for
U1 reads

L(U1) = 0.

Its solution is again of the form

U1 = B(X, τ, σ)ei(kx−ωt) +B∗(X, τ, σ)e−i(kx−ωt)

for another function B and bounded.
Collecting the terms of order ε3 in (3.9) gives

L (U2) = −2 ∂2

∂σ∂t
U0 −

∂2

∂τ2U0 + α
∂2

∂X2U0 + λU3
0 + 2 ∂2

∂τ∂t
U1 − 2α ∂2

∂X∂x
U1

U2( ·, ε ·, 0, 0, 0) = 0,

∂tU2( ·, ε ·, 0, 0, 0) = −∂τU1( ·, ε ·, 0, 0, 0)− ∂σU0( ·, ε ·, 0, 0, 0)

(3.13)

where the right hand side is equal to(
2iω ∂

∂σ
A+ (α− c2) ∂

2

∂ξ2A+ 3λ|A|2A+ 2i
(
ω
∂

∂τ
B + αk

∂

∂X
B

))
ei(kx−ωt) + λA3e3i(kx−ωt) + c.c.

We see that another secular term arises here if the term in the brackets in front of exp (i(kx− ωt))
is nonzero. Since we want to make sure that U2 stays bounded we have to set it equal to zero. Therefore
we demand that, just like A, also B satisfies

ω
∂

∂τ
B + αk

∂

∂X
B = 0

and set B(X, τ, σ) = B(ξ, σ) then this term vanishes. Furthermore we demand that A(ξ, σ) and its
complex conjugate satisfy

2iω ∂

∂σ
A+ ωω′′

∂2

∂ξ2A+ 3λ|A|2A = 0 (3.14)

and
−2iω ∂

∂σ
A∗ + ωω′′

∂2

∂ξ2A
∗ + 3λ|A|2A∗ = 0
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respectively, which is again just the complex conjugate equation of the other and thus can be omitted.
Here we used that α− c2 = ωω′′.

This demand on A represents the nonlinear Schrödinger equation, which is very important in math-
ematics and physics. It will be treated more extensive in the subsequent section. The remainder term

λA3e3i(kx−ωt) + λA∗3e−3i(kx−ωt)

is harmless since ω(3k) , 3ω(k) for almost all k and thus it is not in resonance with the homogeneous
solution.

Hence we can assume that U2 is bounded. For any of the further functions Ul, l ≥ 3 we do not want
to make any statement and we set the approximation

εψNLS(x, t) B εA(ξ, σ)ei(kx−ωt) + c.c.

to the solution u. Recalling that we made the ansatz (3.3) for u we have

u− εψNLS = ε2U1 + ε3U2 + ε

∞∑
n=3

εnUn = O(ε2), ∀t ∈ [0, T0/ε
2]

for some T0 > 0 in O(1). This restriction on the time t can be explained as follows:
Even though U1 and U2 are bounded for all times t the function U3 belonging to the formal order

O(ε4) may contain secular terms which grow linearly with t. This means that for t ∈ O(ε−2) there holds
ε4U3 ∈ O(ε2) but for even larger t ∈ O(ε−3) this approximation loses validity because then ε4U3 ∈ O(ε).
Therefore we have to restrict the time validity interval to t ∈ [0, T0/ε

2].

3.2. The Gross-Pitaevskii Equation

As we have seen, we encounter the nonlinear Schrödinger equation (NLS), also called Gross-Pitaevskii
equation,

∂

∂σ
A = iν1

∂2

∂ξ2A+ iν2|A|2A, ξ, σ ∈ R A(ξ, σ) ∈ C

A( ·, 0) = A0,

(3.15)

with real coefficients ν1, ν2 by applying a multiple scale method to the nonlinear Klein-Gordon equation

∂2

∂t2
u = α

∂2

∂x2u− βu+ λu3. (3.16)

Now we want to collect some properties of the NLS equation, which are taken mostly from [6]. The NLS
equation serves as an amplitude equation for the amplitude A(ξ, σ) of the so called NLS approximation

εψNLS = εA(ξ, σ)ei(kx−ωt) + εA∗(ξ, σ)e−i(kx−ωt)

to the exact solution u of the wave equation, that we obtained by applying a multiple scale method. In
our example we have found

ν1 = α− c2

2ω , ν2 = 3λ
2ω . (3.17)

Here the dispersion relation ω2 = αk2 + β has to be satisfied and c B ω′(k) is the group velocity of the
wave packet.

The NLS equation can be transformed into the form

∂

∂σ
A = −i ∂

2

∂ξ2A+ iα|A|2A, α = ±1 (3.18)
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c

Figure 3.2. (RUN pulse.m)
A localized pulse (or soliton) solution propagates at constant velocity c without
changing shape.

by rescaling A, σ and ξ, where we distinguish between the defocusing case α = 1 and the focusing case
α = −1, whose difference can be found in the special form of the solutions. Generally we have the
focusing case if ν1 and ν2 have both like algebraic signs.

If we firstly have a look at the linear problem

∂

∂σ
A = −i ∂

2

∂ξ2A,

we see that it shows dispersion, that is given by the relation ω = k2 for solutions eikx+iωt. That means
that the group velocity cg = ω′(k) is dependent on k, such that waves with different frequencies travel at
different speed and a travelling wave packet will dissolve. Its solution is given by

A(ξ, σ) = 1√
4πiσ

∞∫
−∞

e
−(ξ−Y )2

4iσ A(Y, 0)dY

and we immediately obtain the estimate

sup
ξ∈R
|A(ξ, σ)| ≤ 1√

4πσ

∞∫
−∞

|A(ξ, 0)|dξ, ∀σ > 0.

Therefore for spatially localised initial conditions the solutions decay uniformly towards zero with a rate
σ−

1
2 . Furthermore dispersion conserves energy but spreads it all over the real axis.
If we consider the focusing case α = −1, the focusing of energy by the nonlinearity and the defocusing

of energy by dispersion are in some equilibrium, such that so called pulse or soliton solutions of the form

A(ξ, σ) = B(ξ)eiωσ

can exist, where B has to satisfy 0 = B′′+ωB−αB3. That means, that the dissolving of the wave packet
by dispersion is just evened out by the nonlinear effect.

A soliton is a stable solitary wave, which is a localized pulse that propagates at constant velocity
without changing shape over time, cf. figure 3.2. For instance think of a burning candle, whose flame
maintains its shape while it advances into the wax at constant velocity. Here the diffusion of heat from
the flame into the wax and the nonlinear energy release of the vaporizing wax cancel out. For more
details on soliton solutions and their properties we refer to [8], chapter 4.

This effect can also be seen for example if optical waves travel through a so called Kerr medium such
as a glass fiber. The refraction index of the material causes the dispersion and therefore the divergence
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of the wave packet, whereas at the same time a nonlinear effect is responsible for convergence of waves
with different frequencies such that the result is a (nearly) not changing wave packet.

Let us give a result on the local existence and uniqueness of solutions in Sobolev spaces. Therefore
let the space Hm be equipped with the norm ‖u‖Hm = max

j∈{0,...,m}
‖∂jxu‖L2 .

Theorem 3.2. Let m ≥ 1 and A0 ∈ Hm(R) a complex function. Then there exists a time T0 =
T0(‖A0‖Hm) > 0 and a unique solution A ∈ C([0, T0], Hm) of the NLS (3.18) with initial value A0.

Proof (of theorem 3.2). In lemma A.22 we proved that L = −i ∂
2

∂ξ2 generates the C0 contraction semigroup

e
−iσ ∂2

∂ξ2 . Furthermore one can show that the mapping F (u) B iα|u|2u is locally Lipschitz continuous in
Hm(R) by modifying the proof of Lemma 1.2 in chapter 8.1 in Pazy’s book [19], which was given for
the case H2(R2). We assume the solution A to be continuous in σ and ξ, therefore it is also F (A) and
theorem A.23 applies. Set T0 B

(
4|α| ‖A0‖2Hm

)−1
. Then together with the previous results a solution of

the NLS equation (3.18) is given by the variation of constants formula

A( ·, σ) = e
−iσ ∂2

∂ξ2 A( ·, 0) +
σ∫

0

e
−i(σ−s) ∂2

∂ξ2 iα|A( ·, s)|2A( ·, s)ds,

where the right hand side is a contraction in the space

A B

{
A ∈ C([0, T0], Hm) | sup

σ∈[0,T0]
‖A( ·, σ)‖Hm ≤ 2‖A0‖Hm

}
equipped with the norm ‖A‖A = supσ∈[0,T0] ‖A( ·, σ)‖Hm . The local uniqueness is obtained by the
contraction mapping principle for the fixed point equation

A( ·, σ) = F (A)( ·, σ),

where

F (A)( ·, σ) = e
−iσ ∂2

∂ξ2 A( ·, 0) +
σ∫

0

e
−i(σ−s) ∂2

∂ξ2 iα|A( ·, s)|2A( ·, s)ds.

Let A1, A2 ∈ A with A1( ·, 0) = A2( ·, 0) = A0 then

‖F (A1)− F (A2)‖A ≤ ‖A1(0)−A2(0)‖A +
T0∫
0

|α| sup
s∈[0,T0]

∥∥ |A1( ·, s)|2A1( ·, s)− |A2( ·, s)|2A2( ·, s)
∥∥
Hm

ds

≤
T0∫
0

|α| sup
s∈[0,T0]

(
max

(
‖A1( ·, s)‖2Hm , ‖A2( ·, s)‖2Hm

)
‖A1( ·, s)− A2( ·, s)‖Hm

)
ds

≤ 4|α|T0‖A0‖2Hm ‖A1 −A2‖A .

Hence for our choice of T0 we see that ‖F (A1)−F (A2)‖A ≤ ‖A1−A2‖A , which yields the local existence
and uniqueness of a solution. �

Lemma 3.3. The solution A of (3.18) conserves the L2 norm and energy:
d

dσ
‖A‖2L2 = 0

d

dσ
E(A( ·, σ)) = 0,
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where
E (u( ·, t)) B 1

2

∫
|∂xu|2dx+ 1

4α
∫
|u|4dx (3.19)

for a function u( ·, t) ∈ C
(
[0, T0], H1(R)

)
.

Proof. Applying integration by parts we have
d

dσ
‖A‖2L2 = d

dσ

∫
AA∗dξ = 2 Re

∫
(∂σA)A∗dξ = 2 Re

∫ (
−i(∂2

ξA− α|A|2A)
)
A∗dξ

= −2 Im
∫ (
|∂ξA|2 + α|A|4

)
dξ = 0

and thus have the conservation of the L2 norm.
By definition

d

dσ
E(u) = d

dσ

(
1
2

∫
|∂ξA|2dξ + 1

4α
∫
|A|4dξ

)
=
∫

Re
(

(∂ξA)∂ξ
(
∂

∂σ
A∗
))

)dξ + α

∫
Re
(
|A|2A ∂

∂σ
A∗
)
dξ

= Re
∫ (
− ∂2

∂ξ2A+ α|A|2A
)

∂

∂σ
A∗dξ = Re

∫
i
∂

∂σ
A
∂

∂σ
A∗dξ = Re

∫
i| ∂
∂σ

A|2dξ = 0

and therefore E (A( ·, σ)) = E (A0) ∀σ ∈ [0, T0]. �

Global existence and uniqueness of solutions then follows from the results in chapter 10 of the lecture
notes [12].

3.3. The Residual of the NLS approximation

To get an estimate on the error that we make by using the NLS ansatz

ũ(x, t) B εA (ξ, σ) ei(kx−ωt) + εA∗ (ξ, σ) e−i(kx−ωt), ξ = ε(x− ct), σ = ε2t

as an approximation to the solution of the nonlinear wave equation, we abbreviate E = ei(kx−ωt) and
have a look at its residual

Res(ũ) = L(ũ)−N (ũ)

= ∂2

∂t2
ũ− α ∂2

∂x2 ũ+ βũ− λũ3

= εE
(
(αk2 + β − ω2)A

)
+ ε2E

(
(2iωc− 2iαk) ∂

∂ξ
A

)
+ ε3E

(
−(2iω ∂

∂σ
A+ (α− c2) ∂

2

∂ξ2A+ 3λ|A|2A
)

+ ε3E3A3 + ε4E

(
−2c ∂2

∂ξ∂σ
A

)
+ ε5E

∂2

∂σ2A+ c.c.

(3.20)

Provided that A satisfies the NLS equation (3.14) it follows from the dispersion relation ω2 = αk2 + β

and the group velocity c = αk
ω that the first terms vanish and formally Res(ũ) = O(ε3).

We can improve these formal orders of the residual to estimates in norms. Therefore we introduce
the subsequent function spaces.

Definition 3.4 (cf. chapter 5.1 in [6]). We define the space of uniformly continuous and uniformly
bounded functions by

C0
b (R,R) B {u : R→ R | u is uniformly continuous and uniformly bounded} ,
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equipped with the norm
‖u‖C0

b
= sup
x∈R
|u(x)|.

Furthermore, the space of m times differentiable functions u : R → R with uniformly continuous and
uniformly bounded derivatives ∂j

∂xj u is given by

Cmb (R,R) B
{
u : R→ R | ∂

j

∂xj
u ∈ C0

b ∀j = 1, . . . ,m
}

equipped with the norm

‖u‖Cm
b

= max
j∈{1,...,m}

‖ ∂
j

∂xj
u‖C0

b
.

Omitting the spatial argument we already found

Res(ũ(t)) = ε3E3A3(σ) + ε4E

(
−2c ∂2

∂ξ∂σ
A(σ)

)
+ ε5E

∂2

∂σ2A(σ) + c.c.,

cf. (3.20). The estimate in the C0
b norm is

‖Res(ũ)‖C0
b
≤ s1 + s2 + s3,

where
s1 = 2

∥∥ε3E3A3(σ)
∥∥
C0
b

≤ 2ε3 ‖A(σ)‖3C0
b
,

s2 = 4
∥∥∥∥ε4E c

∂2

∂ξ∂σ
A(σ)

∥∥∥∥
C0
b

≤ 4ε4c

∥∥∥∥ ∂∂σ A(σ)
∥∥∥∥
C1
b

,

s3 = 2
∥∥∥∥ε5E

∂2

∂σ2A(σ)
∥∥∥∥
C0
b

≤ 2ε5
∥∥∥∥ ∂2

∂σ2A(σ)
∥∥∥∥
C0
b

.

The right hand side of the NLS equation (3.14), i.e.

∂

∂σ
A = 1

2ω

(
i(α− c2) ∂

2

∂ξ2A+ 3iλ|A|2A
)
,

yields the estimates for ‖ ∂∂σA‖C1
b

and ‖ ∂
2

∂σ2A‖C0
b
, i.e.∥∥∥∥ ∂∂σ A

∥∥∥∥
C1
b

≤ 1
2ω

(
(α− c2)

∥∥∥∥ ∂2

∂ξ2A

∥∥∥∥
C1
b

+ 3λ ‖A‖3C1
b

)
= O

(
‖A‖C3

b

)
and analogously ∥∥∥∥ ∂2

∂σ2A

∥∥∥∥
C0
b

= O
(
‖A‖C4

b

)
.

This gives the following result.

Proposition 3.5 (cf. [6], Proposition 5.3.1). Let A ∈ C([0, T0], C4
b ) be a solution of the NLS equation.

Then for all ε0 ∈ (0, 1] there exists a C > 0 such that for all ε ∈ (0, ε0):

sup
t∈[0,T0/ε2]

‖Res(ũ( ·, t))‖C0
b
≤ Cε3.

It is worth to mention that measuring the norm of the residual in the Sobolev spaces Hm is more
suitable to get estimates on the long time scale O(1/ε2) than doing so in the Cmb spaces. But sadly we
have to be aware of the following remark.
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Remark 3.6. Due to the spatial scaling we lose a factor of ε− 1
2 when evaluating the L2 norm in our

estimate, such that we obtain

‖Res(ũ( ·, t))‖Hs = O
(
ε5/2‖A‖Hs+4

)
with A ∈ C([0, T0], HsA) and sA ≥ 0 sufficiently large.

Unfortunately estimates for the residual are only a necessary but not sufficient condition that the
NLS equation predicts correctly the behaviour of the original wave equation. Errors may sum up in time
such that correctly derived amplitude equations make wrong predictions. Therefore we do not want to
get into more detail at this point. More information on this topic can be found in chapter 5 of [6].

3.4. An Error Estimate on the NLS Approximation

So far we only made statements about the formal order of the residual of the NLS approximation

ũ(x, t) = εA(ξ, σ)ei(kx−ωt) + c.c.

to the exact solution of the nonlinear wave equation

∂2

∂t2
u = α

∂2

∂x2 − βu+ λu3.

Again the slow variables ξ and σ are given by ε(x− ct) and ε2t respectively and A = A(ξ, σ) satisfies the
NLS equation

2iω ∂

∂σ
A+ (α− c2) ∂

2

∂ξ2A+ 3λ|A|2A = 0.

In order to prove that the actual error of the NLS approximation ũ stays small for a certain period of
time, we define the so called energy space

Y B H1(R)× L2(R)

equipped with the norm ‖ ·‖Y defined by

‖(u, v)‖Y B
(
‖u‖2H1 + ‖v‖2L2

)1/2 =
(∫
R

(∂xu)2 + u2 + v2dx

)1/2
,

which is a Banach space, as one can show. Due to the following theorem the error of the NLS approxi-
mation goes to 0 as ε→ 0.

Theorem 3.7 (cf. Theorem 5.3.6 in [6], and Theorem 3.1 in[13]). Let A = A(ξ, σ) be a solution of the
NLS equation such that ∂nξ ∂lσA ∈ C([0, T1], L2(R)) with n+ l ≤ 2 and let ũ be the NLS approximation
from above. Then for every T0 ≤ T1 and every d > 0 there exist ε0, C > 0 such that for all ε ∈ (0, ε0)
there holds:

Let u = u(x, t) be a solution of the nonlinear wave equation (3.2) such that

‖ (u(0), ∂tu(0))− (ũ(0), ∂tũ(0)) ‖Y ≤ dε3/2

then ũ satisfies the estimate

‖ (u(t), ∂tu(t))− (ũ(t), ∂tũ(t)) ‖Y ≤ Cε3/2 ∀ t ∈ [0, T0/ε
2].
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Proof (mostly taken from the proofs to theorems 2.1 and 3.1 in [13] ). We want to show that the error
u( ·, t)− ũ( ·, t) remains of order O(ε3/2) for times t ≤ T0

ε2 . However we have already seen that inserting
ũ into the wave equation leaves a residual term ε3A3E3. Unfortunately this leads to an error O(ε) when
integrating over [0, T0/ε

2]. As a start we derive all the estimates for arbitrary t ≥ 0, but later on in this
proof we will see that we have to bound t by ε2t ≤ T0.

The proof is divided into three parts: Firstly we derive a differential equation for the error, which
we solve in the second part using the variation-of-constants formula. In the third part we use Gronwall’s
inequality to obtain an estimate on the error.

a) Derive a differential equation for the error: To handle this problem we make an improved
ansatz

vA(x, t) = ũ+
(
ε3A3(ξ, σ)e3i(kx−ωt) + c.c.

)
and since A solves the NLS equation we obtain the residual

Res(vA) = ε3E3 (A3 − (9ω2 − 9αk2 + β)A3
)

+ c.c.+O(ε4)

which is of order O(ε4) if we set A3 B
1

9ω2−9αk2+βA
3(ξ, σ). Therefore

vA(x, t) = εA(ξ, σ)ei(kx−ωt) + 1
9ω2 − 9αk2 + β

ε3A3(ξ, σ)e3i(kx−ωt) + c.c.

and because of the scaling ξ = ε(x− ct) and lemma A.17 the L2 norm of vA can be estimated
as

‖vA( ·, t)‖L2 ≤ 2ε 1
2 ‖A( ·, σ)‖L2 + 2ε 5

2 ‖A( ·, σ)‖3H1

and thus vA is bounded. Similarly, since the leading term of the residual Res(vA) is of the form
ε4 ∑

n+l≤2
cn,l ∂

n
ξ ∂

l
σAe

i(kx−ωt) for some constants cn,l, we have ‖Res(vA)‖L2 = O(ε 7
2 ). For the

error we make the ansatz
ε

3
2R = u− vA, (3.21)

which yields the partial differential equation

ε
3
2
∂2

∂t2
R = ε

3
2α

∂2

∂x2R− ε
3
2 βR+ λ

(
ε

3
2R
)3
−
(
∂2

∂t2
vA − α

∂2

∂x2 vA + βvA − λv3
A

)
︸                                           ︷︷                                           ︸

=Res(vA)

+ 3λ
(
ε3R2vA + ε

3
2Rv2

A

)
or equivalently

∂2

∂t2
R = α

∂2

∂x2R− βR− ε
− 3

2 Res(vA) + λ
(
ε3R3 + 3ε 3

2R2vA + 3Rv2
A

)
.

b) Solution of the error equation via the variation-of-constants formula:
We rewrite this second-order equation as a first order system for (R, ∂tR) in the Banach

space Y and define the operator matrix B B

[
0 I

α ∂2

∂x2 − β 0

]
on Y . Hence we are now looking

for solutions y B
[
R

S

]
of the system

∂

∂t
y = By + ε

3
2

[
0

a(ε, t)R

]
+ ε

5
2N(ε, t, R)− ε2ρ(ε, t),
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with

y(0) =
[
R( ·, 0)
∂tR( ·, 0)

]
= ε−

3
2

[
u( ·, 0)− vA( ·, 0)

∂tu( ·, 0)− ∂tvA( ·, 0)

]
=⇒ ‖y(0)‖Y ≤ 2d,

where

a(ε, t) B 3λε− 3
2 v2
A,

N(ε, t, R) B λ

[
0

ε
1
2R3 + 3ε−1vAR

2

]
,

and

ρ(ε, t) B ε−
7
2

[
0

Res(vA)

]
.

This system can be formally solved by the variation of constants formula

y(t) = G(t)y(0) + ε
3
2

t∫
0

G(t− s)
([

0
a(ε, s)R(s)

]
+ εN (ε, s,R(s))− ε 1

2 ρ(ε, s)
)
ds,

where (G(t))t≥0 =
(
etB
)
t≥0 denotes the C0 semigroup generated by B on the space Y . For more

details we refer to [12], chapter 5 and 6, and [19], chapter 7.4. Let C > 0 be large enough such
that it sates the subsequent estimates. Because G( ·) is a C0 semigroup it is bounded, such that
for t ∈ [0, T ], T > 0 and every initial value y0 B (R0, S0) there holds ‖G(t)y0‖Y ≤ C‖y0‖Y .

c) Estimation of the error via Gronwall’s lemma:
Therefore we get the estimate

‖y(t)‖Y ≤ C‖y(0)‖Y

+ ε
3
2C

t∫
0

(
‖a(ε, s)R(s)‖L2 + λε

∥∥∥ε 1
2R3(s) + 3ε−1vAR

2(s)
∥∥∥
L2

+ ε
1
2 ‖ρ(ε, s)‖Y

)
ds.

Now having ũ(0)−vA(0) = O(ε3) we can bound ‖y(0)‖Y ≤ 2d. Since ε−1vA = O(1) and from the
assumption on the NLS solution A together with ‖Res(vA)‖L2 = O(ε 7

2 ) we obtain ‖ρ(ε, t)‖Y ≤ C
and ‖a(ε, t)‖∞ ≤ ε

1
2C. Furthermore ‖R(t)‖L2 ≤ ‖R(t)‖H1 = O(1) and ‖R(t)‖L2 ≤ C ‖y(t)‖Y

by definition.
Applying again lemma A.17, this enables us to bound the nonlinear term for each D > 0

and for all y with ‖y‖Y ≤ D like

‖ε 1
2R3(s) + 3ε−1vAR

2(s)‖L2 ≤M, M > 0.

Altogether

‖y(t)‖Y ≤ 2Cd+
t∫

0

ε2C2‖y(s)‖Y ds+ ε2tC
(
ε

1
2λM + C

)
,

as long as y(t) stays in the ball of radius D. Now define

r(t) B ‖y(t)‖Y , b(t) B 2Cd+ ε2tC
(
ε

1
2λM + C

)
and γ(t) B ε2C2.
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Since ‖R(t)‖L2 ≤ ‖y(t)‖Y we obtain the integral inequality

r(t) ≤ b(t) +
t∫

0

γ(s)r(s)ds.

Obviously if we demand ε2t ≤ T0, all requirements to apply Gronwall’s lemma A.24 are satisfied
and since b is monotonically increasing and continuous, there holds for t ∈ [0, T0/ε

2]

r(t) ≤ eΛ(t)b(t),

where Λ(t) B
∫ t

0 γ(τ)dτ = ε2C2t. Therefore

‖y(t)‖Y ≤ C̃eε
2C2t, C̃ B 2Cd+ T0C

(
ε

1
2λM + C

)
. (3.22)

Let Ĉ = 2Cd + T0C(C + C) and D = ĈeC
2T0 and make ε0 smaller such that ε 1

2λM ≤ C and
thus C̃ ≤ Ĉ. Then inequality (3.22) shows that y indeed satisfies ‖y(t)‖Y ≤ D for all t ≤ T0/ε

2.
Now if we reconsider the definition of R in (3.21) and vA we obtain the desired result from[

u(x, t)
∂tu(x, t))

]
−

[
ũ(x, t)
∂tũ(x, t)

]
= ε

3
2

[
R(x, t)
∂tR(x, t)

]
+
[
w(x, t)
∂tw(x, t)

]
,

where w(x, t) = 1
9ω2−9αk2+β ε

3A3(ξ, σ)e3i(kx−ωt) + c.c.

�



CHAPTER

FOUR

SPATIAL DERIVATIVES AND TIME INTEGRATION

We have seen that the method of multiple scales yields a feasible approximation to the solution of the
Klein-Gordon equation. In order to numerically verify this approximation we want to present numerical
methods in this chapter which enable us to obtain a good numerical solution of both the Gross-Pitaevskii
equation (3.15) and the nonlinear Klein-Gordon equation (3.2).

In both equations the Laplacian appears on the right hand side. Therefore we need methods to
approximate this second spatial derivative as efficient as possible with good accuracy. We will explain
spectral methods which we use to discretize the equations in space (cf. [25], chapter 3 and 4).

Since the Gross-Pitaevskii equation is a highly oscillatory problem, the norm of the derivatives of
its solution can become very large such that estimates on approximations based on Taylor expansion do
not hold any more. Therefore we choose a Strang-Splitting method to do the time integration, which we
want to present in this chapter. Furthermore we will do an error analysis of this integrator applied to
the Gross-Pitaevskii equation.

Amongst other time integrators for the Klein-Gordon eqution, we present another powerful splitting
method. This will be used to compute a reference solution of the Klein-Gordon equation that we want
to compare with our NLS approximation in chapter 5.

In this chapter we mostly made use of the content in [11] to introduce the discrete Fourier transform
and its techniques. Now let us start with an introduction to spatial derivatives.

4.1. Spatial Derivatives Based on Spectral Methods

In this section we want to give a short introduction into two popular approaches to calculate spatial
derivatives numerically. First we will have a look at the method of finite differences developed in the
1950s. Then we will discuss spectral methods of the 1970s that make use of the discrete Fourier transform
and therefore can be implemented very efficiently as we will see. Before we start let us fix some notation:
Instead of

dk

dxk
or ∂k

∂xk

we may also write just
dkx or ∂kx .

39
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When we want to solve partial differential equations such as the linear non dispersive wave equation
with periodic boundary conditions

∂2

∂t2
u(x, t) = c2 ∆u(x, t),

u(x, 0) = u0(x), ∂tu(x, 0) = u1(x) ∀x

u(−L, t) = u(L, t) ∂xu(−L, t) = ∂xu(L, t) ∀t

(4.1)

with high accuracy, it is important to have a good spatial discretization and an efficient method to
calculate spatial derivatives ∂kxu(·, t).

Here and in the following ∆ =
m∑
j=1

∂2
xj denotes the Laplacian in the corresponding space dimension

m. Similarly ∆h denotes the discrete version of the Laplacian ∆.
Let m = 1, n ∈ N and assume that we have already discretized the interval X = [a, b] ⊂ R into a

discrete interval X̃h = [x0, x1, . . . , xn] ⊂ Rn+1 like

a = x0 < x1 < · · · < xn = b,

where xj = x0 + jh, j = 1, . . . , n with spatial step size h, see picture below, and let u : [a, b]× [0,∞)→ R
be a smooth solution of (4.1).

h

a = x0 x1 x2 xn−1 xn = b

Finite Differences:
One possibility of approximating spatial derivatives is to use a finite differences scheme that is ob-

tained by just expanding the smooth funcion v : X → R into its Taylor series around some x ∈ (a, b).
We have

v(xk + h) = v(xk) + h
d

dx
v(xk) + 1

2h
2 d

2

dx2 v(xk) + h3

6
d3

dx3 v(xk) +O(h4)

v(xk − h) = v(xk)− h d

dx
v(xk) + 1

2h
2 d

2

dx2 v(xk)− h3

6
d3

dx3 v(xk) +O(h4),
(4.2)

which gives the central difference quotient as an approximation to the first spatial derivative of v(·) at
some xk ∈ (a, b) just by subtracting the lower equation from the upper one, and an approximation to the
second spatial derivative just by adding them up.

We define vj B v(xj) and thus have

d

dx
v(xk) ≈ vk+1 − vk−1

2h
d2

dx2 v(xk) ≈ vk+1 − 2vk + vk−1

h2 ,

(4.3)

whose errors are both of order h2 for smooth v, which can be seen easily by having a closer look at the
Taylor series (4.2).

Remark 4.1. The same approximations as for dkx can also be found for ∂kx if we replace v(x) by some
function u(x, t), u : X×[0,∞)→ R, which is smooth in x, and the derivatives dkx by the partial derivatives
∂kx in the equations (4.2):

∂

∂x
u(xk, t) ≈ uk+1(t)− uk−1(t)

2h ,

∂2

∂x2u(xk, t) ≈ uk+1(t)− 2uk(t) + uk−1(t)
h2 ,

(4.4)
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where the uk : [0,∞)→ R are still functions of the time t.

Furthermore let us assume that u(x, t) is periodic on X, i.e. for all t there holds u(b, t) = un(t) =
u0(t) = u(a, t) which is a natural assumption on the solution of the wave equation (4.1) with periodic
boundary conditions. Then X̃h ∈ Rn+1 reduces to an interval Xh = [x1, . . . , xn] ∈ Rn, such that this
scheme involves matrix vector multiplications of some derivative matrix Ah ∈ Rn×n containing the finite
difference coefficients by some vector v(t) = [u1(t), . . . , un(t)]T ∈ Rn containing the evaluations of u(x, t)
at each grid point xj at time t.

Hence using the finite differences scheme (4.4) in discretized space, the partial differential equation
(4.1) breaks down to an ordinary differential equation in t

∂2

∂t2
v(t) = c2 ∆hv(t), ∆h B

1
h2


−2 1 0 1

1 −2
. . . 0

0
. . .

. . . 1
1 0 1 −2

 ,
that can be solved by using an adequate numerical time integrator.

Spectral Methods

Another popular approach to calculate spatial derivatives numerically is based on the discrete Fourier
transform of some 2π-periodic function v : R→ C, i.e. of a function v satisfying v(m ·2π) = v(0) ∀m ∈ Z,
which enables us to differentiate v in its spectral space of Fourier modes instead of real space.

This will be done by using the Fast Fourier Transform (FFT) and its inverse (IFFT). The big advan-
tage of this approach over the finite differences method is, that we only do multiplications of the Fourier
transformed v̂k by the corresponding Fourier mode k instead of costly matrix vector multiplications. So
we will only need O(N logN) operations instead of O(N2) if we choose N to be a power of 2, cf. [11]
Satz 5.11.

If we want to understand how spectral methods work, we have to introduce the discrete Fourier
transform and define an interpolant which is based on it.

4.1.1. The Discrete Fourier Transform

In this section we want to recall the technique of the discrete Fourier transform. The framework is
mostly taken from [11], chapter 5.

The Fourier series of a 2π-periodic function f : C→ C reads

f(x) ≈
∑
k∈Z

f̂(k)eikx, (4.5)

where the Fourier coefficients are defined by

f̂(k) = 1
2π

∫ 2π

0
f(x)e−ikxdx. (4.6)

Under certain conditions f agrees with its Fourier series (4.5), cf. [20], section 5.4 ff.
Let f be 2π-periodic, N ∈N and assume that we know the values of f(xj) at equidistant points

xj = 2πj
N

, j = 0, 1, . . . , N.
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Because of the periodicity of f , we have f(xN ) = f(x0) such that the trapezoid rule to approximate (4.6)
has the representation

f̂N (k) = 1
N

N∑
j=1

f(xj)e−ikxj = 1
N

N∑
j=1

f(xj)ωkjN . (4.7)

Here ωN B e−i
2π
N denotes the N -th primitive root of unity. Sometimes we may also write ω instead of

ωN if N is clear from the context. Likewise if necessary we extend sequences x = [x1 x2 . . . xN ] ∈ CN

to arbitrary integer indices, where

xk = xm for k ≡ m mod N.

Remark 4.2. In this section we restrict ourselves to functions that are periodic on the interval [0, 2π].
But all results of this section are also valid for functions that are periodic on an arbitrary interval [a, b] ⊂ R
with length L = b−a if we do the transform T : [a, b]→ [0, 2π], T (x̃) = 2π

L (x̃−a). Then, given a periodic
grid x̃j = a+ j LN , j = 1, . . . , N on [a, b] we get the grid on [0, 2π] by evaluating xj = T (x̃j).

Two criterions for the Fourier series (4.5) converging to f are stated in the following theorems, that
can be found in [2], chapter 7 and [14], chapter 9.

Theorem 4.3 (normal convergence of the Fourier series, see [2], Theorem 7.21.). Let f : R → C be 2π
-periodic, continuous and piecewise continuously differentiable. Then the Fourier series (4.5) converges
normally to f and hence

∑∞
k=−∞ |f̂(k)| <∞.

Theorem 4.4 (see [14], Theorem 9.1.). Let f : R→ C be 2π -periodic and let
∑∞
k=−∞ |f̂(k)| <∞, then

the Fourier series
∑∞
k=−∞ f̂(k)eik · converges uniformly to f .

Theorem 4.5 (Parseval’s formula,see [14], Theorem 34.2.). Let f : R→ C be 2π-periodic and continuous,
then

‖f‖2L2 =
∞∑

k=−∞
|f̂(k)|2.

Now let us define the discrete Fourier transform.

Definition 4.6 (discrete Fourier transform). The linear mapping FN : CN → CN defined by

FNx = x̂ with x̂k =
N∑
j=1

ωkjN xj , k = 1, . . . , N

is called discrete Fourier transform. The corresponding matrix FN B
(
ωkjN

)N
k,j=1

is called Fourier
matrix.

The following lemma yields the representation of the inverse mapping F−1
N to the discrete Fourier

transform.

Lemma 4.7 (orthogonality, see [11], Satz 5.2.). There holds FNFN = NIN or equivalent
N∑
j=1

ωklNω
km
N =

{
N, l ≡ m mod N

0, else
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Figure 4.1. ( aliasing .m)
Aliasing phenomena: sin(19t) (blue solid line) and the trigonometric interpolant
in 19 points (red dashed line).

Theorem 4.8 (inverse discrete Fourier transform, [11], Satz 5.3). One has F−1
N = 1

N FN = 1
N F

H
N such

that

xj = 1
N

N∑
k=1

ω−kjN x̂k =
(
F−1
N x̂

)
j

j = 1, . . . , N.

Proof. Follows from Lemma 4.7.

Theorem 4.9 (aliasing, see [11], Satz 5.6.). Let the series
∑
k∈Z f̂(k) be absolutely convergent, then

f̂N (k) =
∑
j∈Z

f̂(k + jN). (4.8)

An illustration of the aliasing phenomena can be found in figure 4.1.

Corrolary 4.10 (cf. [11], Korollar 5.7). Let p ≥ 2 and f ∈ Cp(R,C) 2π-periodic, then there holds

f̂N (k)− f̂(k) = O(N−p) for |k| ≤ N

2 .

Especially for h = 2π
N we have

h

N∑
j=1

f(xj)−
∫ 2π

0
f(x)dx = O(hp).

Proof. Applying integration by parts to (4.6) we can show

f̂(k) = (ik)−p 1
2π

∫ 2π

0
f (p)(x)e−ikxdx (4.9)

and hence we can bound f̂ by

|f̂(k)| ≤ Ck−p, C = 1
2π

∫ 2π

0
|f (p)(x)|dx.

For |k| ≤ N
2 and j , 0 there holds |k + jN | ≥

(
|j| − 1

2
)
N and we get from Theorem (4.9)

|f̂N (k)− f̂(k)| ≤
∑
j∈Z
j,0

|f̂(k + jN)| ≤
∑
j∈Z
j,0

C|k + jN |−p ≤ 2
∑
j≥1

C(j − 1
2)−pN−p = C̃N−p,
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because the series converges for p > 1. The additional claim follows from applying equations (4.6) and
(4.7) to k = 0, then it is just the first statement with this k. �

4.1.2. The Trigonometric Interpolation Polynomial

At the end of this section we will present a method to calculate approximately the derivatives of a
function f on a grid using the discrete Fourier transform. Therefore we want to introduce the trigono-
metric interpolation polynomial to given points (xj , yj) on a periodic grid, i.e. a linear combination of
functions eikx that has the value yj at position xj = j 2π

N , j = 1, . . . , N . This discretization is used to
obtain the following results.

Theorem 4.11 (cf. [11], Satz 5.8). Given pairs (xj , yj), j = 1, . . . , N with N even,

tN (x) = 1
N

N
2∑′

k=−N2

ŷke
ikx B

1
2N

(
ŷ−N2

e−ix
N
2 + ŷN

2
eix

N
2

)
+ 1
N

∑
|k|<N

2

ŷke
ikx, x ∈ [0, 2π] (4.10)

represents the trigonometric interpolant with tN (xj) = yj , j = 1, . . . , N .

Proof. Let j be arbitrary but fixed. Because of periodicity we have

ŷ−N2
e−ixj

N
2 = ŷN

2
eixj

N
2

and hence

tN (xj) = 1
N

N
2∑

k=−N2 +1

ŷke
ikxj = 1

N

N−1∑
k=0

ŷke
ikxj = 1

N

N∑
k=1

ŷke
ikxj =

(
F−1
N ŷ

)
j

=
(
F−1
N FNy

)
j

= yj ,

where ŷN = ŷ0. �

tN is a trigonometric polynomial of degree at most N
2 . This means that it can be written as a linear

combination of the functions 1, sin(x), cos(x), sin(2x), . . . , sin(N2 x), cos(N2 x), where acually the sin(N2 x)
term is not needed.

Remark 4.12. Later we make use of this trigonometric interpolant in points (xj , yj(t) = f(xj , t)) to
calculate the approximate spatial derivatives of a function f(x, t).

For simplicity we omit the t-dependence of yj and ŷk in the following. The reason why we defined∑′
and tN in the way we did can be found by having a look at the inverse discrete Fourier transform

for some fixed j = 1, . . . , N

yj = 1
N

N−1∑
k=0

eikxj ŷk = 1
N

N
2∑

k=−N2 +1

eikxj ŷk = 1
N

ŷ0 +
N
2 −1∑
k=1

[
eikxj ŷk + e−ikxj ŷ−k

]
+ ŷN

2
eixj

N
2

 , (4.11)

so the highest wave number is treated asymmetrically. Replace xj in (4.11) by x gives a term ei
N
2 x

with derivative (iN2 )eiN2 x. But since eiN2 x represents a real sawtooth wave on the grid, see figure 4.2,
its derivative should be zero at the grid points. This problem can be fixed by defininig ŷ−N2 = ŷN

2
and

setting tN as it stands in (4.10).
For more details see [25], chapter 3.
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−1

0

1

h 2h 2π
x

Figure 4.2. (sawtooth.m)
The sawtooth grid function and its interpolant tN (x) = cos(πx/h) =
1
2

(
eiπx/h + e−iπx/h

)
. The proper spectral derivative is zero at every grid point,

which would not be true if we used the interpolant eiπx/h.

Theorem 4.13 (error of the trigonometric interpolation, cf. [11], Satz 5.9). Let
∑
n∈Z f̂(n) be absolutely

convergent, then

|tN (x)− f(x)| ≤
∑′

|n|≥N2

|f̂(n)| ∀x.

Proof. Theorem 4.4 yields that f(x) =
∑∞
k=−∞ f̂(k)eikx. Define y = [y1, . . . , yN ] by yj = f(xj) and

ŷk =
∑N−1
j=0 f(xj)ωkjN = Nf̂N (k). Together with Theorem 4.9 we then have

|tN (x)− f(x)| = |

N
2∑′

n=−N2

f̂N (n)einx −

 ∑
|n|<N

2

f̂(n)einx +
∑
|n|>N

2

f̂(n)einx + 1
2

[
2f̂(−N2 )e−iN2 x + 2f̂(N2 )eiN2 x

] |
= |

N
2∑′

n=−N2

(
f̂N (n)− f̂(n)

)
einx −

∑′

n≥N2

f̂(n)einx|

≤ |

N
2∑′

n=−N2

∑
j∈Z
j,0

f̂(n+ jN)einx|+ |
∑′

n≥N2

f̂(n)einx|

≤ 2
∑′

n≥N2

|f̂(n)|.

�

As we have seen in the last theorem, the sum of all the higher truncated frequencies of the function
f is a bound to the error of the trigonometric interpolation. Hence, we can control the error by choosing
N bigger and thus taking more Fourier modes to evaluate the interpolant.

Now let us define some notation and then have a look at the derivatives of tN .

Definition 4.14. Let a, b ∈ CN , m ∈N. Then we define the pointwise multiplication a • b = (ck)Nk=1 by

ck = (a • b)k B akbk, k = 1, . . . , N

and am B a • a • · · · • a︸            ︷︷            ︸
m-times

. Likewise we define a−1 B
(
a−1
k

)
k

and ea B (eak)k .
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Lemma 4.15 (derivatives of the interpolant in the grid points). For given (xj , yj), j = 1, . . . , N , the pth
derivative of tN in the grid points is given as follows

t
(p)
N (xj) =

{
F−1
N

(
(ik̃)p • ŷ

)}
j
,

where ŷ = (ŷm)m , m = −N2 + 1, . . . , N2 and

k̃ B


[−N2 + 1, . . . , N2 − 1, N2 ], p even

[−N2 + 1, . . . , N2 − 1, 0 ], p odd

Proof. Because of periodicity we have ŷ−N2 = ŷN
2

and thus

tN (x) = 1
N
ŷN

2
cos
(
N

2 x
)

+ 1
N

∑
|k|<N

2

ŷke
ikx.

Differentiating gives

t′N (x) = − 1
N

N

2 ŷN2 sin
(
N

2 x
)

+ 1
N

∑
|k|<N

2

ikŷke
ikx

t′′N (x) = − 1
N

(
N

2

)2
ŷN

2
cos
(
N

2 x
)

+ 1
N

∑
|k|<N

2

(ik)2
ŷke

ikx

and using an inductive argument yields

t
(p)
N (x) = 1

N

∑
|k|<N

2

(ik)p ŷkeikx + 1
N

(
N

2

)p
ŷN

2
·


(−1)

p+1
2 sin

(
N

2 x
)
, p odd

(−1)
p
2 cos

(
N

2 x
)
, p even

Because xj = j 2π
N , j = 1, . . . , N there hold

sin
(
N

2 xj
)

= sin (jπ) = 0 ∀j

and
cos
(
N

2 xj
)

= cos (jπ) = (−1)j = eijπ = ei
N
2 xj

such that we have for p = 2l + 1, l ∈N

t
(p)
N (xj) = 1

N

∑
|k|<N

2

(ik)p ŷkeikxj + 0 · ŷN
2
ei
N
2 xj =

{
F−1
N

(
(ik̃)p • ŷ

)}
j

and for p = 2l, l ∈N

t
(p)
N (xj) = 1

N

∑
|k|<N

2

(ik)p ŷkeikxj + 1
N

(
i
N

2

)p
ŷN

2
ei
N
2 xj =

{
F−1
N

(
(ik̃)p • ŷ

)}
j
.

�

Let us denote y(ν)
j B t

(ν)
N (xj), j = 1, . . . , N for some ν ∈ N. The next theorem will show that y(ν)

j

is a good approximation to the ν-th derivative of f in the grid points.

Theorem 4.16 (cf. [25], Theorem 4 (a)). Let f ∈ Cp(R), 2π-periodic and let ν ≤ p− 2, h = 2π
N . Then

|y(ν)
j − f

(ν)(xj)| = O
(
N−(p−ν)

)
= O

(
hp−ν

)
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Proof. Applying integration by parts to the kth Fourier coefficient of f (ν) as in the proof of corollary 4.10
and using (4.9) gives

f̂ (ν)(k) = 1
2π

2π∫
0

f (ν)(x)e−ikxdx = (ik)ν 1
2π

2π∫
0

f(x)e−ikxdx = (ik)ν f̂(k)

such that we can go on as in the proof of theorem 4.13

|y(ν)
j − f

(ν)(xj)| = |
∑′

|k|≤N2

(ik)ν f̂N (k)eikxj −
∞∑

k=−∞
f (ν)(k)eikxj |

= |
∑′

|k|≤N2

(ik)ν f̂N (k)eikxj −

∑′

|k|≤N2

(ik)ν f̂(k)eikxj +
∑′

|k|≥N2

(ik)ν f̂(k)eikxj
 |

= |
∑′

|k|≤N2

(ik)ν
(
f̂N (k)− f̂(k)

)
eikxj −

∑′

|k|≥N2

(ik)ν f̂(k)eikxj |

(4.8)= |
∑′

|k|≤N2

(ik)ν
∑
j∈Z
j,0

f̂(k + jN)eikxj −
∑′

|k|≥N2

(ik)ν f̂(k)eikxj |

≤
∑′

|k|≤N2

|k|ν
∑
j∈Z
j,0

|f̂(k + jN)|

︸                ︷︷                ︸
prf. thm. 4.10

=⇒ ≤C1N−p

+
∑′

|k|≥N2

|k|ν |f̂(k)|︸  ︷︷  ︸
prf. thm. 4.10

=⇒ ≤C2|k|−p

≤ 2C1

N
2∑

k=1
kνN−p + C2

(
N

2

)−(p−ν)
+ 2C2

∞∑
k=N

2 +1

k−(p−ν)

︸               ︷︷               ︸
≤C3

≤ C̃N−(p−ν),

since
∑∞
k=N

2 +1 k
−(p−ν) converges to some constant less than π2

6 for p− ν ≥ 2. �

Remark 4.17. If we are working on arbitrary intervals [a, b] the last theorem about the derivatives still
holds, but we have to multiply k̃ by 2π

b−a , see remark 4.2.

All the calculations we did in this section to evaluate the discrete Fourier transform FNy and its
inverse, which for arbitrary N takes generally O(N2) operations, can be done in a very more efficient
way, namely the fast Fourier tranform (FFT) and the inverse fast Fourier tranform (IFFT) if we choose
N = 2L as a power of 2. Then it takes only O(N log2N) operations to get FNy. For more details on the
FFT we refer to [11], chapter 5.

4.1.3. Differentiation by Spectral Methods: A Summary

Let ṽ : R → C be 2π periodic and let vj = ṽ(xj), j = 1, . . . N with xj = j 2π
N . Then the discrete

Fourier transform FN and its inverse F−1
N are given by v̂ = FNv and respectively v = F−1

N v̂, where

v̂k = (FNv)k =
N∑
j=1

e−ikxjvj , k = −N2 + 1, . . . , N2

vj =
(
F−1
N v̂

)
j

= 1
N

N
2∑

k=−N2 +1

eikxj v̂k, j = 1, . . . , N.
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By theorem 4.11 we know that the trigonometric interpolation polynomial tN in the pairs (xj , vj) is given
by equation (4.10),

tN (x) = 1
2N

(
v̂−N2

e−ix
N
2 + v̂N

2
eix

N
2

)
+ 1
N

∑
|k|<N

2

v̂ke
ikx, x ∈ [0, 2π],

such that tN (xj) = vj . From lemma 4.15 we know about the derivatives of the trigonometric interpolation
polynomial

t
(ν)
N (xj) =

{
F−1
N

(
(ik̃)ν • v̂

)}
j
, k̃ B


[−N2 + 1, . . . , N2 − 1, N2 ], ν even

[−N2 + 1, . . . , N2 − 1, 0 ], ν odd
,

which gives an approximation to the νth derivative of v in the grid points xj
dν

dxν
v(xj) ≈ v(ν)

j B t
(ν)
N (xj),

as we have seen in theorem 4.16. If we assume v to be p times continuously differentiable the error of this
spectral differentiation is of order p− ν as long as ν ≤ p− 2, which we proved in theorem 4.16 such that

dν

dxν
v(xj) = v

(ν)
j +O(hp−ν), j = 0, . . . , N − 1.

An example of how good the spectral differentiation method is for the non smooth “hat” function f and a
smooth function g(x) = esin(x) is illustrated in the figures 4.3 and 4.4 respectively. We can see that for non
smooth functions spectral methods fail but for smooth functions they yield a far better approximation
than the finite difference method.

0 2 4 6
−0.5

0

1

1.5
f(x) = max(0, 1− |x−π|2 )

0 2 4 6
−1

0

1
d
dx f : max error = 1.9292e− 01

exact calculation
approximation

Figure 4.3. ( spectraldiff .m)
Differentiation of the “hat function” f using spectral differentiation on the grid
with step size h = 2π

24 .

If we again consider the wave equation (4.1) and v as a function of x and t we have to replace all
evaluations vj of this section by vj(t) and respectively v̂k by v̂k(t) to transform the wave equation into
an ordinary equation using partial differentiation ∂ν

∂xν instead of dν

dxν such that

∂2

∂t2
v(t) = F−1

N

(
(ik)2 • FNv(t)

)
, k = [−N2 + 1, . . . , N2 − 1, N2 ].

This can be solved again choosing a suitable time marching theme.
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0 2 4 60

1

2

3
g(x) = exp(sin(x))

0 2 4 6
−2

0

2
d
dx g : max error = 9.5679e− 13

Spectral differentiation:

0 2 4 6
−2

0

2
d
dx g : max error = 4.4517e− 02

Differentiation by finite differences:

0 2 4 6
−3

−2

0

1.5

d2

dx2 g : max error = 2.0663e− 12

0 2 4 6
−3

−2

0

1.5

d2

dx2 g : max error = 6.1019e− 02

exact calculation
exact calculation

Figure 4.4. ( spectraldiff .m)
Differentiation of the smooth 2π-periodic function g on the interval [0, 2π] using
spectral differentiation on the grid with step size h = 2π

24 and comparison to
differentiation by finite differences .

4.2. A Strang Splitting Method for the Gross-Pitaevskii Equation

Splitting methods are often used in numerical mathematics when we have to deal with a differential
equation of the form

ẏ = (A+B)y, y(0) = y0,

where in case of ordinary differential equations A and B are matrices and in the case of partial differential
equations A and B are (not necessarily linear) operators. They are very useful when the computational
effort of solving the equation in its entirety is too high and the two separate equations

v̇ = Av, v(0) = v0, ẇ = Bw, w(0) = w0

can be solved by lower cost. Therefore we have split the equation into two parts. Often one can solve
one of these problems even exactly although the original equation can only be solved approximately due
to nonlinearities or similar hurdles.

After solving the separate equations we combine the results to obtain an approximation to the exact
solution of the original problem. We will see that such a method works good for the nonlinear Schrödinger
equation

iψ = ν1 ∆ψ + ν2|ψ|2ψ, ψ( ·, t = 0) = ψ0

with real coefficients ν1 and ν2, since we can exploit that, assuming periodic boundary conditions for
practical implementation, the Laplacian can be diagonalized by using FFT and that the potential part
can be solved exactly. But before we start analyzing these properties we want to introduce some theory
on splitting methods that helps to get a better understanding of what splitting methods are about. The
theory for section 4.2.1 is mostly taken from [10], chapter II.3 to II.5.
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4.2.1. Theory on Splitting Methods

Recall the definition of the flow of a differential equation

Definition 4.18 (flow of a differential equation). The flow ϕt of a differential equation

ẏ = f(y), y(t0) given, (4.12)

over time t is the mapping which associates to any y0 the exact solution y(t) with initial value y(t0) = y0.
This map is thus defined by

ϕt(y0) = y(t), if y(t0) = y0.

It satisfies ϕ−1
−t = ϕt, a property that does not necessarily hold for a numerical time stepping method.

So let us introduce the notion of the adjoint of a method.

Definition 4.19 (see [10], Definition II.3.1). The adjoint method Φ∗h of a one-step method Φh is the
inverse map of the original method with reversed time step −h, i.e.

Φ∗h B Φ−1
−h.

In other words, y1 = Φ∗h(y0) is implicitly defined by Φ−h(y1) = y0.
A method is called symmetric if Φ∗h = Φh.

For instance the implicit Euler method is the adjoint method of the explicit Euler method and vice
versa. Without proof there hold (Φ∗h)∗ = Φh and

(Φh ◦Ψh)∗ = Ψ∗h ◦ Φ∗h. (4.13)

Definition 4.20 (order of consistency). We say that a numerical method Φh to solve (4.12) is (consistent)
of order p, if there holds

Φh(y(t)) = ϕh(y(t)) +O(hp+1),

for a smooth function y(t).

Theorem 4.21 (cf. [10] Theorem II.3.2). Let ϕt be the exact flow of (4.12) and let Φh be a one-step
method of order p satisfying

Φh(y0) = ϕh(y0) + C(y0)hp+1 +O(hp+2).

The the adjoint method Φ∗h has the same order p and we have

Φ∗h(y0) = ϕh(y0) + (−1)pC(y0)hp+1 +O(hp+2).

If the method is symmetric, its maximal order is even.

Proof. From a given initial value y0 we compute ϕh(y0) and y1 = Φ∗h(y0) with the local error e∗ = y1 −
ϕh(y0) of Φ∗h. We use the method Φ−h to project this error back to become e = Φ−h(y1)−Φ−h(ϕh(y0)),
where −e is the local error of Φ−h, i.e. by the hypothesis on Φh(y0)

e = (−1)pC(ϕh(y0))hp+1 +O(hp+2).
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f = f [1] + f [2]

Figure 4.5. Splitting of a vector field.

Now if we use that Φ−h(x) = x+ (−h)f(x) +O(h2) we can write

e = Φ−h(y1)− Φ−h(ϕh(y0)) = y1 − ϕh(y0) + (−h) (f(y1)− f(ϕh(y0))) +O(h2)

= e∗ + hCe∗ +O(h2).

Therefore together with ϕh(y0) = y0 +O(h) we obtain

e∗ = (−1)pC(y0)hp+1 +O(hp+2).

For symmetric methods there holds Φh = Φ∗h which implies C(y0) = (−1)pC(y0). Thus C(y0) , 0 only
for even p. �

Now consider an arbitrary system
ẏ = f(y)

in Rn, and suppose that, as illustrated in figure 4.5, the vector field is split as

ẏ = f [1](y) + f [2](y). (4.14)

Let us assume that the exact flows ϕ[1]
t and ϕ

[2]
t of the systems

ẏ = f [1](y) and (4.15a)

ẏ = f [2](y) (4.15b)

can be calculated explicitely. Then we can first solve the first system to obtain a value y 1
2

and from this
value integrate the second system to obtain y1. This procedure is summarized in the numerical methods

y0 y 1
2

y1

ϕ
[1]
h

ϕ
[2]
h

Φ∗h

y0

y 1
2 y1

ϕ
[1]
h

ϕ
[2]
h Φh

Φ∗h = ϕ
[2]
h ◦ ϕ

[1]
h

Φh = ϕ
[1]
h ◦ ϕ

[2]
h ,

that are known as the Lie-Trotter splitting.

Lemma 4.22. The Lie-Trotter splitting method and its adjoint

Φ∗h = ϕ
[2]
h ◦ ϕ

[1]
h , Φh = ϕ

[1]
h ◦ ϕ

[2]
h ,

are of order p=1.
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Proof. The Taylor expansion of ϕh(y0) reads

ϕh(y0) = y0 + hf(y0) + h2

2 f
′(y0) +O(h3).

We have(
ϕ

[1]
h ◦ ϕ

[2]
h

)
(y0) = ϕ

[1]
h

(
y0 + hf [2](y0) + h2

2 f
[2]′(y0)f [2](y0) +O(h3)

)
=
(
y0 + hf [2](y0) + h2

2 f
[2]′(y0)f [2](y0)

)
+ hf [1]

(
y0 + hf [2](y0) +O(h2)

)
+ h2

2 f
[1]′(y0)f [1](y0) +O(h3)

= y0 + h
(
f [1](y0) + f [2](y0)

)
+ h2

2

(
f [1]′(y0) + f [2]′(y0)

)(
f [1](y0) + f [2](y0)

)
+ h2

2

(
f [1]′(y0)f [2](y0)− f [2]′(y0)f [1](y0)

)
+O(h3)

and therefore(
ϕ

[1]
h ◦ ϕ

[2]
h

)
(y0) = ϕh(y0) + h2

2

(
f [1]′(y0)f [2](y0)− f [2]′(y0)f [1](y0)

)
+O(h3). (4.16)

Thus the difference is ϕh(y0)−
(
ϕ

[1]
h ◦ ϕ

[2]
h

)
(y0) = O(h2) and we have that the Lie-Trotter splitting has

order p = 1. �

Another splitting method with higher order is known as the Strang splitting, where the flows ϕ[1] and
ϕ[2] are split symmetrically. This method is given by

Φ[S]
h = ϕ

[1]
h
2
◦ ϕ[2]

h ◦ ϕ
[1]
h
2

(4.17)

and if we split the flow ϕ
[2]
h = ϕ

[2]
h
2
◦ ϕ[2]

h
2

we see that

y0

y1

ϕ
[1]
h
2

ϕ
[2]
h
2

ϕ
[2]
h
2

ϕ
[1]
h
2

Φ∗h
2

Φh
2

Φ[S]
h = Φh

2
◦ Φ∗h

2
(4.18)

is the composition of the Lie-Trotter method and its adjoint with halved step sizes h
2 . Hairer and Wanner

showed in chapter II.4 of their book [10] that

Theorem 4.23 (cf. [10], Theorem II.4.1 and following pages). For a one-step method Φh of order p there
holds that the composition

Ψh = Φαsh ◦ Φ∗βsh ◦ · · · ◦ Φ∗β2h ◦ Φα1h ◦ Φ∗β1h (4.19)

has order p+ 1, if
s∑
j=1

αj + βj =1

s∑
j=1

αp+1
j + (−1)pβp+1

j =0.
(4.20)
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Proof. We proceed as in the proof of theorem 4.21. The local errors ej and e∗j of the methods Φαjh and
Φ∗βjh respectively are given by

ej = C(y0) · αp+1
j hp+1 +O(hp+2),

e∗j = (−1)p C(y0) · βp+1
j hp+1 +O(hp+2).

Now if
∑
αj + βj = 1 we have similar as before

ϕh(y0)−Ψh(y0) = C(y0)
(
αp+1

1 + (−1)pβp+1
1 + · · ·+ αp+1

s + (−1)pβp+1
s

)
hp+1 +O(hp+2),

whose O(hp+1) term vanishes if the conditions of the theorem are satisfied. �

Since the Lie-Trotter method has order p = 1 and α1 = β1 = 1
2 , the Strang splitting method (4.18)

therefore has order 2. The symmetry of the method is obvious from (4.13).

Combining Exact and Numerical Flows

All this theory on splitting so far is based on the assumption that ẏ = f(y) can be split as in (4.14)
such that both the flow ϕ

[1]
t and ϕ[2]

t can be calculated explicitely. But it may happen that only the flow
ϕ

[1]
t can be computed exactly, such that we have to think about combining exact and numerical flows.

If f [1] is the dominant part of the vector field it is desirable to construct integrators that retain this
information.

Let f [1] such that the flow ϕ
[1]
t of (4.15a) can be calculated exactly and let Φ[2]

h be a numerical
first-order one-step method to solve the system (4.15b).

We define
Φh = ϕ

[1]
h ◦ Φ[2]

h , Φ∗h = Φ[2]∗
h ◦ ϕ[1]

h

as the basis for (4.19) and obtain

Ψh = ϕ
[1]
αsh
◦ Φ[2]

αsh
◦ Φ[2]∗

βsh
◦ ϕ[1]

(βs+αs−1)h ◦ Φ[2]
αs−1h

◦ · · · ◦ Φ[2]∗
β1h
◦ ϕ[1]

β1h
.

One can show that, using Φ[2]
h (y0) = y0 + hf [2](y0) + O(h2) and replacing ϕ

[2]
h by Φ[2]

h in (4.16), Φh is
also a first-order method. Thus, if αj and βj , j = 1, . . . , s satisfy (4.20) then the resulting method Ψh is
again of second order by theorem 4.23.

4.2.2. Application to the nonlinear Schrödinger Equation

This section is mostly taken from [15], chapter II.1.3.
When it comes to partial differential equations, where the solution possesses high-frequency oscilla-

tions, such as for example the nonlinear Schrödinger equation

i
∂

∂t
ψ(x, t) = ν1 ∆ψ(x, t) + ν2|ψ(x, t)|2ψ(x, t), ψ(x, 0) = ψ0(x), (4.21)

also called Gross-Pitaevskii-equation with coefficients ν1 and ν2 given in (3.17), time marching schemes
based on Taylor expansion are not a very good choice any more because higher order time derivatives
will now have large norms. So we have to rather revert to other methods. One approach is applying a
splitting method to the problem. The main reason is that the equations

iθ̇ = ν1 ∆θ and iφ̇ = ν2|φ|2φ
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can be solved more easily and a lot more efficient than the full Schrödinger equation. We will solve
the linear equation, the so called kinetic part, by a Fourier technique and as we will see the nonlinear
equation, the so called potential part can fortunately be solved exactly.

Some notational remarks for this section: In the following we suppress the spatial variable in
the differential equation and set

u(t) = ψ(·, t)

because for our purpose only the time dependence is important. Let ψ(·, t) ∈ H2
0 (R) B

{
v ∈ H2(R) | v(x)→ 0, |x| → ∞

}
,

where the index 0 indicates that all elements in this function space decay to zero as x → ∞. Let the
Lebesgue space L2 be endowed with the scalar product

〈f, g〉L2 =
∫

Ωd
f(x)g(x)dx, f, g ∈ L2

and corresponding norm.
Then the Schrödinger equation (4.21) turns into the initial value problem

∂

∂t
u(t) = Au(t) +B (u(t))u(t), u(t0) = u0 given,

where
A B −i ν1 ∆

denotes a linear differentiation operator and

B (u(t)) B −i ν2|u(t)|2

is a nonlinear operator. The idea of a splitting method now is to decompose the right hand side of the
differential equation such that we obtain two separate differential equations

∂

∂t
v(t) = Av(t), v(t0) = v0 given (4.22a)

∂

∂t
w(t) = B (w(t))w(t), w(t0) = w0 given (4.22b)

4.2.3. Fourier Pseudo-Spectral Method for the Kinetic Part

Similar to the paragraph on spatial derivatives we will derive a method for the linear part (4.22a) of the
Schrödinger equation (4.21), the so called Fourier pseudospectral method. For practical implementation
issues we restrict our spatial interval to x ∈ [−L,L] and assume periodic boundary conditions of our
solution on this interval, i.e.

ψ(−L, ·) = ψ(L, ·), ∂xψ(−L, ·) = ∂xψ(L, ·),
where we choose L that large that we can neglect the effect of these boundary conditions and still can
apply the results of the case x ∈ R. Since we can transform any real interval [a, b] onto the interval
I B [−π, π] using a simple rescaling and shift x 7→ αx + β it’s enough to work on the interval I. The
linear part of the NLS equation with periodic boundary conditions reads

i
∂

∂t
ψ(x, t) = ν1

∂2

∂x2ψ(x, t), x ∈ [−π, π],

ψ( ·, 0) = ψ0

ψ(−π, ·) = ψ(π, ·).
(4.23)

Now we want to pick up the idea, which C. Lubich presented in [15], chapter III.1.3. We approximate
ψ(x, t) by a trigonometric interpolation polynomial at every time t on a periodic grid xj = −π+ jh, j =
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1, . . . N with h = 2π
N , such that

ψ(x, t) ≈ ψN (x, t) =
N
2 −1∑

k=−N2

ck(t)eikx, x ∈ [−π, π],

and ψ(xj , t) = ψN (xj , t), where N ∈ 2N.
The Fourier coefficients ck(t) are determined via a so called collocation method which requires that

ψN (x, t) satisfies (4.23) in each grid point xj , j = 1, . . . N , i.e.

i
∂

∂t
ψN (xj , t) = ν1

∂2

∂x2ψN (xj , t), ψN (xj , 0) = ψ0
N (xj), j = −N2 , . . . ,

N

2 − 1, (4.24)

where

ψ0
N (x) =

N
2 −1∑

k=−N2

c0ke
ikx.

Inserting the interpolation polynomial gives

i

N
2 −1∑

k=−N2

ċk(t)eikxj = ν1

N
2 −1∑

k=−N2

−k2ck(t)eikxj

and each ck has to satisfy the ordinary differential equation

ċk(t) = iν1k
2ck(t). (4.25)

Hence ck(t) = eiν1k
2tck(0). Here ck(0) B

(
FN (ψN (xj , 0))Nj=1

)
k

are the Fourier coefficients of the inter-
polation polynomial ψN (x, 0) corresponding to the initial value ψ0(x). Furthermore we observe that

(ψN (xj , t))Nj=1 = F−1
N (ck(t))

N
2 −1
k=−N2

.

Defining vj(t) B ψN (xj , t), v(t) B (vj(t))Nj=1 and KN B
[
−N2 , . . . ,

N
2 − 1

]
we have

v(t) = F−1
N

(
eiν1K

2
N t • FNv(0)

)
.

Since we want to use numerical methods to solve (4.23) we also have to discretize the time interval
[t0, T ] for some T > t0 and set tm = t0 + mδt, m = 0, 1, 2, . . . with time step size δt. Now defining
vmj B vj(tm) and vm B (vj(tm))Nj=1 enables us to write down a fully discrete approach of solving (4.22a),
which reads

vm = F−1
N

(
ei ν1K

2
N tm • FNv0

)
, µ = (µk)k∈KN .

Assuming vm already to be computed, we observe that

ei ν1K
2
N tm • FNv0 = FNF−1

N

(
ei ν1K

2
N tm • FNv0

)
= FNvm

and thus obtain
vm+1
j = F−1

N

(
ei ν1K

2
Nδt • FNvm

)
. (4.26)

Before we go on with the nonlinear part let us have a look at the error that we make by using
the scheme (4.26) to discretize space. In the following we denote the interpolation polynomial to some
function f by INf , where

INf(x) =
N
2 −1∑

k=−N2

cke
ikx with (ck)

N
2 −1
k=−N2

= FN (f(xj))
N
2 −1
k=−N2

.
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Theorem 4.24 (interpolation error, cf. [15], theorem III.1.7). Let f be 2π-periodic and f ∈ Hs for some
s ≥ 1. Then the interpolation error is bounded in L2 by

‖f − INf‖L2 ≤ CN−s‖ ∂
s

∂xs
f‖L2 .

Furthermore ∥∥∥∥ ∂m∂xm (f − INf)
∥∥∥∥
L2
≤ CN−s

∥∥∥∥ ∂s+m∂xs+m
f

∥∥∥∥
L2
. (4.27)

The constant C depends only on s.

Proof. The proof is very similar to the proof of theorem 4.13 and theorem 4.16:
We write down f and INf as

f(x) =
∞∑

k=−∞
ake

ikx, INf(x) =
N
2 −1∑

k=−N2

cke
ikx.

The interpolation property then gives the aliasing formula from theorem 4.9

ck =
∞∑

l=−∞
ak+lN .

Parseval’s formula (theorem 4.5) and the Cauchy-Schwarz inequality yield similar to the proof of theorem
4.16

‖f − INf‖2L2 =
N
2 −1∑

k=−N2

∣∣∣∣∣∑
l,0

ak+lN

∣∣∣∣∣
2

+
∑
l,0
|ak+lN |2


≤

N
2 −1∑

k=−N2

(∑
l,0

(k + lN)−2s ·
∑
l,0

(k + lN)2s |ak+lN |2

+
∑
l,0

(k + lN)−2s · (k + lN)2s |ak+lN |2
)

≤ C2N−2s
∞∑

k=−∞
|ksak|2 = C2N−2s

∥∥∥∥ ∂s∂xs f
∥∥∥∥2

L2
.

The second part of the theorem can be proved analogously. �

Theorem 4.25 (collocation error, cf. [15], theorem III.1.8). Let the exact solution ψ(t) = ψ( ·, t) of
(4.23) satisfy ψ(t) ∈ Hs+2 for every t ≥ 0, some s ≥ 1. Then the error of the Fourier pseudospectral
method using the collocation (4.24) with initial value ψN (x, 0) = INψ(x, 0) is bounded in L2 by

‖ψN (t)− ψ(t)‖L2 ≤ CN−s(1 + t) max
0≤r≤t

∥∥∥∥ ∂s+2

∂xs+2ψ(r)
∥∥∥∥
L2
, C = C(s).

Proof. We begin by reformulating (4.24) as an equation with continuous argument on both sides, i.e. by
interpolating both sides such that

i
∂

∂t
ψN (x, t) = ν1

∂2

∂x2ψN (x, t), x ∈ [−π, π].

On the other hand since IN ∂
∂tψ = ∂

∂t INψ we have that the interpolant to the solution satisfies

i
∂

∂t
INψ(x, t) = ν1

∂2

∂x2 INψ(x, t) + δN (x, t),
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where the defect δN (x, t) is given by

δN B ν1

(
IN

∂2

∂x2ψ −
∂2

∂x2 INψ
)
.

Therefore the error εN = ψN − INψ satisfies

i
∂

∂t
εN = ν1

∂2

∂x2 εN − δN .

In terms of the Fourier coefficients e = (ek) and d = (dk) given by

εN (x, t) =
N
2 −1∑

k=−N2

ek(t)eikx, δN (x, t) =
N
2 −1∑

k=−N2

dk(t)eikx,

this gives equations for the ek similar to (4.25),

ėk = iν1k
2ek − dk.

Using the variation of constants formula, we obtain

ek(t) = eiν1k
2tek(0) +

∫ t

0
eiν1k

2(t−r)dk(r)dr

and thus an estimate in the euclidean norm

‖e(t)‖ ≤ ‖e(0)‖+
∫ t

0
‖d(r)‖dr.

Parseval’s formula yields that this is equivalent to

‖εN (t)‖L2 ≤ ‖εN (0)‖L2 +
∫ t

0
‖δN (r)‖L2dr.

Using f(x, r) B ∂2

∂x2ψ( ·, r) we can rewrite

δN = ν1

(
INf −

∂2

∂x2 INψ + ∂2

∂x2ψ − f
)

= ν1

(
INf − f + ∂2

∂x2 (ψ − INψ)
)
,

such that we can apply theorem 4.24 and equation (4.27) to f and ψ respectively with m = 2. Then

‖δN (r)‖L2 ≤ CN−s
∥∥∥∥ ∂s+2

∂xs+2ψ(r)
∥∥∥∥
L2
.

Since εN = ψN − INψ, there holds εN ( ·, 0) = 0 and

ψN − ψ = εN + INψ − ψ.

Furthermore again theorem 4.24 gives

‖INψ − ψ‖L2 ≤ CN−s
∥∥∥∥ ∂s+2

∂xs+2ψ

∥∥∥∥
L2
.

Having
‖ψN (t)− INψ(t) + INψ(t)− ψ(t)‖L2 ≤ ‖εN (t)‖L2 + ‖INψ(t)− ψ(t)‖L2 ,

we obtain altogether

‖ψN (t)− ψ(t)‖L2 ≤ CN−s(1 + t) max
0≤r≤t

∥∥∥∥ ∂s+2

∂xs+2ψ(r)
∥∥∥∥
L2
.

�
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4.2.4. Solution of the nonlinear Part

Now let us continue solving equation (4.22b). From
∂

∂t
w(t) = −iν2|w(t)|2w(t), w(t0) = w0

and respectively
∂

∂t
w(t) = iν2|w(t)|2w(t), w(t0) = w0

we can conclude that
∂

∂t
|w(t)|2 = ∂

∂t
(w(t) · w(t)) =

(
−iν2|w(t)|2w(t)

)
w(t) + w(t)

(
iν2|w(t)|2w(t)

)
= 0.

This means |w(t)|2 = |w(t0)|2 ∀t > 0 such that we can solve this problem exactly as

w(t) = e−iν2 |w(t0)|2 (t−t0)w0. (4.28)

To derive an iteration for this equation we evaluate w at the grid points xj , j = 1, . . . , N at time
tm = t0 + mδt, m ∈ N0 and set wmj = w(xj , tm). Assuming that we already computed wmj then we
obtain wm+1

j by
wm+1
j = e−iν2 |w(t0)|2 δtwmj .

4.2.5. Composition of the Partial Solutions

The idea of getting a solution for the nonlinear Schrödinger equation (4.21) now is to compose the
partial solutions in the manner of Strang splitting that we already introduced in section 4.2.1. Without
loss of generality we set t0 = 0 and in the notation of that section define f [1](u) B Au and f [2](u) B B(u)u.
The corresponding flows for the systems

v̇ = f [1](v), v(0) = v0 and ẇ = f [2](w), w(0) = w0

are given by ϕAt and ϕBt respectively, where

A B −i ν1 ∆ and B (u(t)) B −i ν2|u(t)|2.

This gives
∂

∂t
u = f [1](u) + f [2](u), u(0) = u0,

such that we obtain a second order approximation to the solution by applying the Strang splitting method
(4.17) to the problem for some time step δt and some approximation un ≈ u(tn):

un+1 =
(
ϕA1

2 δt
◦ ϕBδt ◦ ϕ

A
1
2 δ

)
(un)

Because for some given u0 the flow ϕBt is given by

ϕBt (u0) = u(t) (4.28)= e−iν2|u0|2 tu0,

it can be calculated explicitely and exactly, thus we make numerical errors only when we approximate
ϕAt by the Fourier pseudo spectral method that we explained in section 4.2.3. We combine the numerical
flow ΦAh ≈ ϕAh with the exact flow ϕBh and obtain

un+1 =
(

ΦA1
2 δt
◦ ϕBδt ◦ ΦA1

2 δ

)
(un),

see algorithm 4.1.
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Algorithm 4.1: Split step method for the NLS equation

given u0 = u(t0);
M = bT−t0

δt
c;

for m = 0 : M − 1 do
apply Fourier spectral method ΦAh with step size
h = δt

2 to um:

wm = ΦA1
2 δt

(um)

calculate wm+1 using ϕBδt :

wm+1 = e−iν2|wm|2 δtwm

obtain um+1 by applying the Fourier spectral
method with step size δt2 to wm+1:

um+1 = ΦA1
2 δt

(wm+1)

end
uM ≈ u(tM );

um wm

wm+1 um+1

ΦA1
2 δt

ϕBδt

ΦA1
2 δt

Ψδt B ΦA1
2 δt
◦ ϕBδt ◦ ΦA1

2 δ

4.2.6. Error Bounds for the Strang Splitting Method

This section is mostly taken from [16], where C. Lubich presented some error estimates on the Strang
Splitting method for the nonlinear Schrödinger equation. We adapted some parts of the proofs for this
section.

The split step integration scheme for the nonlinear Schrödinger equation is given by

ψ−n+1/2 = e−i
ν1
2 τ ∆ψn,

ψ+
n+1/2 = e

−iν2τ |ψ−n+1/2|
2
ψ−n+1/2,

ψn+1 = e−i
ν1
2 τ ∆ψ+

n+1/2,

(4.29)

as derived above. To obtain results on the error bounds of this scheme we proceed as C. Lubich in [16]
and adapt them to the 1D case x ∈ R. At this point we want to have a look at some auxiliary results that
will enable us to establish an error bound on the local and global error of the Strang splitting method
applied to the cubic nonlinear Schrödinger equation.

As we have already shown in lemma 3.3, the solution of the NLS equation conserves the L2 norm for
all times, such that we can assume

‖ψ( ·, t)‖L2 = ‖ψ( ·, 0)‖L2 = 1. (4.30)

For simplicity without loss of generality we set the coefficients of the NLS ν1 = −1, ν2 = 1 in this
section. The proofs work analogously for other values of ν1 and ν2.

Theorem 4.26 (global error, cf. [16], Theorem 7.1). Let the solution of the cubic nonlinear Schrödinger
equation (4.21) satisfy

m4 B max
0≤t≤T

‖ψ(t)‖H4 <∞, T > 0.
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Then the numerical solution ψn given by the splitting scheme above with step size τ > 0 obeys the
following error bounds in H2 and L2

‖ψn − ψ(tn)‖H2 ≤ C(m4, T ) τ

‖ψn − ψ(tn)‖L2 ≤ C(m4, T ) τ2 for tn = nτ ≤ T.

The statement of this main theorem of this section is also shown in figure 5.8. In order to prove it
we will state some auxiliary results on the stability and the local error of the splitting theme (4.29) and
introduce the concept of the Lie derivatives. We write one step of the splitting scheme (4.29) with step
size τ briefly as

ψn+1 = Φτ (ψn).

Lemma 4.27. The operator eit∆ is an isometry in the space L2([−π, π]) and the sobolev spacesHs([−π, π]), ∀s ∈
N, i.e. for u0 ∈ Hs there holds ∥∥eit∆u0

∥∥
Hs

= ‖u0‖Hs ∀s ∈N0.

Proof. Consider the free Schrödinger equation

i
∂

∂t
u = −∆u, u(x, 0) = u0(x),

u(−π, ·) = u(π, ·),
∂xu(−π, ·) = ∂xu(π, ·)

Its equivalent formulation in Fourier space with û(k, t) = F(u(x, t)) reads

i
∂

∂t
F(u) = −F(∆u), û(k, 0) = F(u0(x))(k) C û0(k),

where the Fourier transform induces the periodic boundary conditions naturally. Since F(∆u) = −k2F(u),
as we know from lemma A.12, we can give the solution in Fourier space as

F(u)(k, t) = e−ik
2tû0(k).

Therefore
u(x, t) = F−1e−ik

2tF(u0(x)).

Generally each derivative ∂mx u, m ≥ 0 can be expressed in Fourier space as

F
(
∂m

∂xm
u

)
= imkmF(u),

which yields
∂m

∂xm
u = F−1imkmF

(
F−1e−ik

2tF(u0)
)

= F−1imkme−ik
2tF(u0).

From theorem A.13 we know that the Fourier transform and its inverse is an isometry with respect to
the L2 norm such that ∥∥∥∥ ∂m∂xmu

∥∥∥∥
L2

= ‖kmF(u0)‖L2 =
∥∥∥∥ ∂m∂xmu0

∥∥∥∥
L2
.

Hence ∥∥eit∆u0
∥∥2
Hs

= ‖u( ·, t)‖2Hs =
s∑

m=0

∥∥∥∥ ∂m∂xmu( ·, t)
∥∥∥∥2

L2
= ‖u0‖2Hs , ∀s ∈N0.

�
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We write one step of the splitting scheme (4.29) with step size τ briefly as

ψn+1 = Φτ (ψn).

Proposition 4.28 (H1- conditional L2- and H1-stability, H2- conditional H2-stability, cf. [16], Propo-
sition 7.3 ). Let ψ, φ ∈ H1 with

‖ψ‖H1 ≤M1, ‖φ‖H1 ≤M1,

then

a) ‖Φτ (ψ)− Φτ (φ)‖L2 ≤ ec0τ ‖ψ − φ‖L2 ,

b) ‖Φτ (ψ)− Φτ (φ)‖H1≤ ec1τ ‖ψ − φ‖H1 ,

where c0, c1 only depend on M1.
If we assume instead ψ, φ ∈ H2 with

‖ψ‖H2 ≤M2, ‖φ‖H2 ≤M2,

there holds
c) ‖Φτ (ψ)− Φτ (φ)‖H2 ≤ ec2τ ‖ψ − φ‖H2 ,

where c2 only depends on M2.

Proof. a) Since eiτ ∆ conserves both the L2 and the H1 norm, we only need to compare e−iτ |ψ2|ψ

and e−iτ |φ
2|φ, which are solutions at time τ of the linear initial value problems

iθ̇ = |ψ|2θ, θ(0) = ψ,

iη̇ = |φ|2η, η(0) = φ.

We use the identity |z|2 = zz for some complex number z and rewrite

|ψ|2θ − |φ|2η = (ψ − φ)ψθ + φ
(
ψ − φ

)
θ + φφ (θ − η) .

By lemma A.17 we then have∥∥|ψ|2θ − |φ|2η∥∥
L2 ≤ K0 ‖ψ − φ‖H1 ‖ψ‖H1 ‖θ‖L2

+ K0 ‖ψ − φ‖H1 ‖φ‖H1 ‖θ‖L2

+ K0 ‖φ‖2H1 ‖θ − η‖L2 .

Recalling that by (4.30) ‖θ‖L2 = 1 we obtain by integration of the right hand side

‖θ(t)− η(t)‖L2 ≤ ‖ψ − φ‖L2 + 2K0M1t ‖ψ − φ‖L2 +
∫ t

0
K0M

2
1 ‖θ(s)− η(s)‖L2 ds.

Now we set a(t) B ‖θ(t)− η(t)‖L2 and b(t) B (1 + 2K0M1t) ‖ψ − φ‖L2 . Then we have

a(t) ≤ b(t) +
∫ t

0
λa(s)ds, λ = K0M

2
1

and obtain by Gronwall’s lemma A.24 with c0 only depending on M1∥∥∥e−iτ |ψ|2ψ − e−iτ |φ|2φ∥∥∥
L2

= ‖θ(τ)− η(τ)‖L2 ≤ ec0τ ‖ψ − φ‖L2 ,

which yields the desired first inequality.
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b) We proceed in the same way for the H1 estimate. Firstly, using again lemma A.17 we get the
estimates∥∥|ψ|2θ − |φ|2η∥∥

H1 ≤ K2 ‖ψ − φ‖H1 (‖ψ‖H1 + ‖φ‖H1) ‖θ‖H1 +K2 ‖φ‖2H1 ‖θ − η‖H1 .

and ∥∥θ̇∥∥
H1 =

∥∥|ψ|2θ∥∥
H1 ≤ K2 ‖ψ‖2H1 ‖θ‖H1 .

Secondly Gronwall’s inequality gives a bound for ‖θ‖H1 :

‖θ(t)‖H1 ≤ ‖ψ‖H1 +
∫ t

0
K2M

2
1 ‖θ(s)‖H1 ds

LemmaA.24⇒ ‖θ(t)‖H1 ≤ ea1t ‖ψ‖H1 ,

where a1 only depends on M1. So altogether

‖θ(t)− η(t)‖H1 ≤ ‖ψ − φ‖H1 +
∫ t

0
2K2M

2
1 e
a1s ‖ψ − φ‖H1 ds

+
∫ t

0
K2M

2
1 ‖θ(s)− η(s)‖H1 ds.

And another time Gronwall’s lemma A.24 provides the desired estimate∥∥∥e−iτ |ψ|2ψ − e−iτ |φ|2φ∥∥∥
H1

= ‖θ(τ)− η(τ)‖H1 ≤ ec1τ ‖ψ − φ‖H1 ,

where c1 only depends on H1.
c) The proof of c) works exactly as the proof of b). We only have to replace each H1 norm by a H2

norm (see the last inequality in lemma A.17) and K2 by K3. Likewise we have to replace the
estimates ‖ψ‖H1 ≤ M1 by ‖ψ‖H2 ≤ M2, for φ analogously, and a1 by some a2 only depending
on M2. Then the rest is exactly the same and we get the desired estimate.

�

Proposition 4.29 (local error in L2 and H2, cf. [16] Proposition 7.3 and 7.4 ). If ψ0 ∈ H4 with
‖ψ0‖H4 ≤ M4, then the error after one step of the method (4.29) is bounded with a constant C4 only
depending on M4

a) in the H2 norm by
‖ψ1 − ψ(τ)‖H2 ≤ C4τ

2,

b) in the L2 norm by
‖ψ1 − ψ(τ)‖L2 ≤ C4τ

3.

Before we can prove this proposition we have to give the definition of the Lie-brackets, also called
commutator of two vector fields, and explain the concept of the Lie-derivative.

Definition 4.30 (Lie derivative, [16], sect. 4.3 ). Let F and G be vector fields on Hm, m ∈ N, and let
v0 ∈ Hm. Then the Lie derivative DF of G in direction of F is defined by

(DFG) (v0) B d

dt

∣∣∣∣
t=0

G
(
ϕtF (v0)

)
= G′(v0)F (v0).

Here v0 can be understood as the initial value of a differential equation

v̇ = F (v), v(0) = v0,

and ϕtF (v0) is the corresponding flow to the initial value v0.
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Here F and G can be operators such as the Laplacian or a multiplication operator. Furthermore we
have (

exp(tDF )G
)
(v) = G

(
ϕtF (v)

)
.

In particular if we apply this concept to the identity operator Id we have

exp(tDF ) Id(v) = ϕtF (v).

such that
d

dt
exp(tDF )G(v) =

(
DF exp(tDF )G

)
(v) =

(
exp(tDF )DFG

)
(v).

Definition 4.31 (Lie-Brackets, [10], III.5.2 ). Let F and G be vector fields on Hm, m ∈ N, and let
v0 ∈ Hm. Then the commutator of F and G is defined as(

[F,G]
)
(v) B F ′(v)G(v)−G′(v)F (v).

One can easily show that for two vector fields F and G there holds

[DF , DG] = D[G,F ],

i.e. the commutator of the Lie derivatives of F and G is the Lie derivative of the commutator of the
vector fields in reversed order.

We define the differentiation operator T by T (ψ) B i∆ψ and the multiplication operator V by
V (ψ) B −i|ψ|2ψ and its sum H B T + V on dense subsets of H2. The commutator of the vector fields
T (ψ) and V (ψ) can be calculated as

[T, V ] (ψ) = T ′(ψ)V (ψ)− V ′(ψ)T (ψ)

= i∆
(
−i(ψψ)ψ

)
− (−i)

[(
i∆ψψ

)
ψ +

(
ψi∆ψ

)
ψ +

(
ψψ
)
i∆ψ

]
= 2

(
∇ψ · ∇ψ

)
ψ + 2

(
∇ψψ

)
· ∇ψ + 2

(
ψ∇ψ

)
· ∇ψ + 2

(
ψ∆ψ

)
ψ

(4.31)

and the following lemma gives a H2 bound for it.

Lemma 4.32 (cf. [16] chapter 8). The commutator [T, V ] is bounded in H2 by

‖[T, V ] (ψ)‖H2 ≤ C ‖ψ‖3H4

and the double commutator [T, [T, V ]] in L2 by

‖[T, [T, V ]] (ψ)‖L2 ≤ C ‖ψ‖3H4 .

Proof. The first inequality follows from (4.31) by just applying the H2 inequality from lemma A.17. The
second one can be proved analogously. �
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Now let us continue with the proof of proposition 4.29.

Proof (of proposition 4.29). The proof is divided into three parts. In part a) we derive the error ψ1−ψ(τ)
and afterwards in parts b) and c) we set up bounds for it in H2 and L2 respectively.

a) We consider the Lie derivatives DT , DV , DH of the operators T , V and H respectively and
write down the exact solution ψ(τ) of the NLS using the Lie derivatives and the nonlinear
variation-of-constants formula as

ψ(τ) = exp(τDH) Id(ψ0)

= exp(τDT ) Id(ψ0) +
∫ τ

0
exp ((τ − s)DH)DV exp(sDT ) Id(ψ0)ds

= exp(τDT ) Id(ψ0) +
∫ τ

0
exp ((τ − s)DT )DV exp(sDT ) Id(ψ0)ds+ r1

with the remainder term

r1 =
∫ τ

0

∫ τ−s

0
exp ((τ − s− σ)DH)DV exp(σDT )DV exp(sDT ) Id(ψ0)dσds.

On the other hand in the notation of the Lie derivatives the numerical Strang splitting solution
can be written as

ψ1 = exp(1
2τDT ) exp(τDV ) exp(1

2τDT ) Id(ψ).

With the Taylor expansion

exp(τDV ) = I + τDV + τ2
∫ 1

0
(1− θ) exp(θτDV )D2

V dθ

we obtain

ψ1 = exp(τDT ) Id(ψ0) + τ exp(1
2τDT )DV exp(1

2τDT ) Id(ψ0) + r2,

where the remainder r2 reads

r2 = τ2
∫ 1

0
(1− θ) exp(1

2τDT ) exp(θτDV )D2
V exp(1

2τDT ) Id(ψ0)dθ.

The error now becomes

ψ1 − ψ(τ) = τ exp(1
2τDT )DV exp(1

2τDT ) Id(ψ0)

−
∫ τ

0
exp ((τ − s)DT )DV exp(sDT ) Id(ψ0)ds+ (r2 − r1).

(4.32)

b) The H2 error bound:
If we define

f(s) B exp ((τ − s)DT )DV exp(sDT ) Id(ψ0),

we can express the principal error term, which can be identified as the quadrature error of the
midpoint rule applied to the integral over [0, τ ], in first order Peano form (see [11], chapter 1):

τf(1
2τ)−

∫ τ

0
f(s)ds = τ2

∫ 1

0
κ1(τ)f ′(θτ)dθ,

where κ1 is the scalar and bounded Peano kernel κ1 of the midpoint rule.
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We have
f ′(s) = − exp ((τ − s)DT ) (DTDV −DVDT ) exp(sDT ) Id(ψ0)

= − exp ((τ − s)DT ) [DT , DV ] exp(sDT ) Id(ψ0)

= exp ((τ − s)DT )D[T,V ] exp(sDT ) Id(ψ0)

= eis∆ [T, V ]
(
ei(τ−s) ∆ψ0

)
and therefore since eis∆ preserves the H2 norm, lemma 4.32 yields the quadrature error bound∥∥∥∥τf(1

2τ)−
∫ τ

0
f(s)ds

∥∥∥∥
H2
≤ Cτ2 ‖ψ0‖3H4 (4.33)

Finally we have to estimate the remainder terms r1 and r2. For ‖ψ0‖H2 ≤M1 we show that

‖r1‖H2 + ‖r2‖H2 ≤ C1τ
2, (4.34)

where C1 only depends on M1. From the definitions we have

exp(ρDH)DV exp(σDT )DV exp(sDT ) Id(ψ0) = eis∆V ′
(
eiσ∆ψ(ρ)

)
eiσ∆V (ψ(ρ))

exp(1
2τDT ) exp(θτDV )D2

V exp(1
2τDT ) Id(ψ0) = eiτ ∆/2V ′(η)V (η),

where η = e−iθτ |φ|
2
φ with φ = eiτ ∆/2ψ0 and ‖η‖H2 ≤ ea2τ ‖ψ0‖H2 by the proof of proposition

4.28. Again lemma A.17 gives the bounds

‖V (ψ)‖H2 ≤ ‖ψ‖3H2 and ‖V ′(ψ)φ‖H2 ≤ C ‖ψ‖2H2 ‖φ‖H2 (4.35)

and we obtain the bound (4.34), which together with (4.33) yields the result

‖ψ1 − ψ(τ)‖H2 ≤ C4τ
2.

c) The L2 error bound
The proof of the local error in L2 works pretty similar to the estimate in H2. We consider

again the error formula (4.32) and this time we rewrite it in second-order Peano form

τf(1
2τ)−

∫ τ

0
f(s)ds = τ3

∫ 1

0
κ2(τ)f ′′(θτ)dθ,

with the Peano kernel κ2 of the midpoint rule. The second derivative of f reads

f ′′(s) = exp ((τ − s)DT ) (DT [DT , DV ]− [DT , DV ]DT ) exp(sDT ) Id(ψ0)

= exp ((τ − s)DT ) [DT , [DT , DV ]] exp(sDT ) Id(ψ0)

= exp ((τ − s)DT )D[T,[T,V ]] exp(sDT ) Id(ψ0)

= eis∆[T, [T, V ]]
(
ei(τ−s) ∆ψ0

)
such that once more lemma 4.32 implies∥∥∥∥τf(1

2τ)−
∫ τ

0
f(s)ds

∥∥∥∥
L2
≤ Cτ3 ‖ψ0‖3H4 . (4.36)

Defining the function

g(s, σ) B exp ((τ − s− σ)DT )DV exp(σDT )DV exp(sDT ) Id(ψ0)
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we can express the remainder as

r2 − r1 = τ2
∫ 1

0
(1− θ)g(τ2 , 0)dθ −

∫ τ

0

∫ τ−s

0
g(s, σ)dσds+ r̃2 − r̃1

= τ2

2 g(τ2 , 0)−
∫ τ

0

∫ τ−s

0
g(s, σ)dσds+ r̃2 − r̃1,

where
r̃1 =

∫ τ

0

∫ τ−s

0

∫ τ−s−σ

0
exp ((τ − s− σ − ξ)DH)DV exp(ξDT )

DV exp(σDT )DV exp(sDT ) Id(ψ0)dξdσds
and

r̃2 = τ2
∫ 1

0
(1− θ) exp(1

2τDT ) [exp(θτDV )− I]D2
V exp(1

2τDT ) Id(ψ0)dθ.

Considering u′ = V (u) with u(0) = u0 we can write

[exp(θτDV )− I] (u0) =
∫ θτ

0
u′(s)ds

and set up the bound
‖r̃1‖L2 + ‖r̃2‖L2 ≤ C̃2τ

3

similarly as before for the norms of r1 and r2 with C̃2 depending only on ‖ψ0‖H2 . The norm
of the part which is left in r2 − r1 can be estimated using the quadrature error of a first order
two-dimensional quadrature formula:∥∥∥∥τ2

2 g(τ2 , 0)−
∫ τ

0

∫ τ−s

0
g(s, σ)dσds

∥∥∥∥
L2
≤ Cτ3

(
max
m

∥∥∥∥ ∂∂s g
∥∥∥∥
L2

+ max
m

∥∥∥∥ ∂∂σ g
∥∥∥∥
L2

)
,

with m B {(s, σ) | 0 ≤ s ≤ τ, 0 ≤ σ ≤ τ − s}. The partial derivatives of g only contain V and
the commutator [T, V ] and derivatives of them such that their L2 norms can be bounded in
terms of the ‖ψ0‖H2 using again lemma 4.32 and the same arguments as for the estimates in
(4.35).

This yields
‖r2 − r1‖L2 ≤ C2τ

3, (4.37)

with C2 only depending on ‖ψ0‖H2 . Altogether

‖ψ1 − ψ(τ)‖L2 ≤
∥∥∥∥τf(1

2τ)−
∫ τ

0
f(s)ds

∥∥∥∥
L2

+ ‖r2 − r1‖L2

(4.36),(4.37)
≤

(
C ‖ψ0‖3H4 + C2

)
τ3 ≤ C4τ

3.

�

Now we have set up all tools that we need to prove theorem 4.26:

Proof (of theorem 4.26). The results of proposition 4.28 on the H1- and H2- conditional stability and the
local error bounds from proposition 4.29 yield the result on the global error with the standard argument
of Lady Windermere’s fan (cf. [11], chapter 8.3). �
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4.3. Time Integrators for the Klein Gordon Equation

Since we want to compare the NLS approximation εψNLS in (3.16) with the solution u of the Klein-
Gordon equation (3.2) it is important not only to have a reliable integrator for the nonlinear Schrödinger
equation but also to choose an adequate solver for the Klein-Gordon equation. Therefore in this section I
present three different integrators for this nonlinear wave equation: I will describe at first a pretty young
splitting integrator, then a well known Runge-Kutta method, namely the implicit midpoint rule, and
finally the well-proven Leapfrog method. But instead of doing a lengthy error analysis as we did for the
splitting method applied to the Gross-Pitaevskii equation in section 4.2 we will later give some numerical
results for this methods considering the numerical order and the preservation of the energy and the norm.
Now let us have a look at the following splitting method.

4.3.1. A Splitting Method for the Klein-Gordon Equation

In this section I want to present a splitting method that we want to use to solve the nonlinear Klein
Gordon equation from chapter 3. The framework is basically taken from [9], chapter 2.

If we use a slightly different notation for the nonlinear part of equation (3.2) we have

∂2

∂t2
z = a1 ∆z + a2z + a3|z|2z, z( ·, 0) = z0, ∂tz( ·, 0) = w0 (4.38)

with a1 ≥ 0, a2 ≤ 0 and a3 ∈ R. Furthermore for practical implementation issues we introduce periodic
boundary conditions

z(−L, ·) = z(L, ·), ∂xz(−L, ·) = ∂xz(L, ·),
where we choose L > 0 large enough, such that the boundary conditions are neglectable.

For simplicity we transform this periodicity interval to [−π, π], whereas all statements in this section
are also valid for the interval [−L,L] considering this transformation. To a given number N ∈ N we
choose the spatial step size h = 2π

N and discretize space by xj = −π + jh, j = 1, . . . N .
In order to get a well-arranged notation let us define the operator

〈∆〉 B (−a2 − a1 ∆)1/2
,

and consider its representation in Fourier space. To a given function g ∈ H1([−L,L]) set gj = g(xj), j =
1, . . . , N and g̃ =

(
gj
)N
j=1. Then we have

(〈∆〉 g(xj))Nj=1 ≈ F
−1
N

{√
a1k2 − a2 (FN g̃)k

}N
2

k=−N2 +1
.

Please note that due to the demands for a1 and a2 the square root
√
a1k2 − a2 is well defined. For

notational simplicity we define
µk =

√
a1k2 − a2.

If we make the ansatz
u = z − i 〈∆〉−1

∂tz, u( ·, 0) = z0 − i 〈∆〉−1
w0 C u0,

v = z − i 〈∆〉−1
∂tz, v( ·, 0) = z0 − i 〈∆〉−1

w0 C v0,
(4.39)

to get a first order differential equation in time we find that

z = 1
2(u+ v). (4.40)

Differentiating u and v with respect to t we can use by (4.39) that

i∂tz = 〈∆〉 (z − u), i∂tz = 〈∆〉 (z − v)



68 4. Spatial Derivatives and Time Integration

and replace ∂2
t z with the right hand side of (4.38). This yields

i∂tu = −〈∆〉u+ a3

8 〈∆〉
−1 |u+ v|2 (u+ v),

i∂tv = −〈∆〉 v + a3

8 〈∆〉
−1 |u+ v|2 (u+ v)

, u( ·, 0) = u0, v( ·, 0) = v0, (4.41)

which we can split into the two subproblems

i∂tu = −〈∆〉u

i∂tv = −〈∆〉 v
u( ·, 0) = ũ0, v( ·, 0) = ṽ0, (I)

and

i∂tu = a3

8 〈∆〉
−1 |u+ v|2 (u+ v),

i∂tv = a3

8 〈∆〉
−1 |u+ v|2 (u+ v)

u( ·, 0) = ũ0, v( ·, 0) = ṽ0. (II)

For the rest of this section we omit the x dependence and just write u(t) instead of u(x, t). Furthermore
we assume the functions already to be discretized, such that u(t) = (u(xj , t))Nj=1.

In Fourier space subproblem (I) can be solved exactly except for the spatial discretization error by

FNu(t) = eiµktFN ũ0,

FNv(t) = eiµktFN ṽ0,
(4.42)

cf. section 4.2.3.
An easy calculation shows that in subproblem (II)

∂t (u(t) + v(t)) = 0, i.e. u(t) + v(t) = ũ0 + ṽ0 ∀t.

Therefore with z̃0 B
1
2
(
ũ0 + ṽ0

)
we can solve (II) also exactly in Fourier space by

FNu(t) = FN ũ0 − i t
a3

µk
FN

(
|z̃0|2 z̃0

)
,

FNv(t) = FN ṽ0 − i t
a3

µk
FN

(∣∣z̃0
∣∣2 z̃0

)
.

(4.43)

Since we can solve both subproblems exactly in Fourier space it is obvious to use the same strategy as
in the section about the nonlinear Schrödinger equation to get an approximate solution of (4.38), i.e. we
apply once more a Strang splitting method to our wave equation.

Let us discretize time with time step size δt such that to a given time t0 and a number M ∈ N we
have

tm = t0 +mδt, m = 1, . . . ,M

and we shortly write um  u(tm)
We solve subproblem (I) at time t by the mapping

Φt1(u0, v0) = (u1, v1)

which gives the solution at time t for given initial values u0, v0 according to (4.42). Similarly based on
the scheme (4.43) we denote the mapping which gives the solution of subproblem (II) at time t for initial
values u0, v0 by

Φt2(u0, v0) = (u2, v2).

Then the Strang splitting method applied to equation (4.41) performing one step δt reads as follows:
For given initial values u0, v0 we have

(u1, v1) = Φδt/21 ◦ Φδt2 ◦ Φδt/21 (u0, v0) C Ψδt(u0, v0). (4.44)
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Then we obtain an approximate solution to the wave equation (4.38) after one time step by using the
identity (4.40). Therefore

z(t1) ≈ z1 B
1
2(u1 + v1).

Analogously in order to obtain an approximation zm to z(tm) we apply Ψδt m-times to given initial values
u0, v0, i.e.

(um, vm) = Ψδt ◦Ψδt ◦ · · · ◦Ψδt︸                      ︷︷                      ︸
m−times

(u0, v0) =
(
Ψδt
)m (u0, v0), (4.45)

Then
zm = 1

2(um + vm).

Considering efficiency of this solver it is advisable to combine two succeeding half steps of the mapping
Φ1 in one full step,i.e.(

Ψδt
)m (u0, v0) = Φδt/21 ◦ Φδt2 ◦ Φδt/21 ◦ Φδt/21︸            ︷︷            ︸

=Φδt1

◦ · · · ◦ Φδt/21 ◦ Φδt/21︸            ︷︷            ︸
=Φδt1

◦Φδt2 ◦ Φδt/21 (u0, v0)

= Φδt/21 ◦ Φδt2 ◦
(

Φδt1 ◦ Φδt2
)m−1

◦ Φδt/21 (u0, v0).

(4.46)

We can summarize this section in algorithm 4.2.

Algorithm 4.2: Strang Splitting method for the nonlinear wave equation (4.38)

Having the coefficients a1, a2, a3 from (4.38)we set µ =
(√

a1k2 − a2
)N

2
k=−N2 +1.

begin
given the initial values z0 = (z(xj , 0))nj=1, w0 = (∂tz(xj , 0))nj=1
we set

ũ0 B FNz0 − i µ−1FNw0, ṽ0 B FNz0 − i µ−1FNw0

given time step size δt we compute
u1 = F−1

N eiµδt/2 ũ0,

v1 = F−1
N eiµδt/2 ṽ0

and start the iteration
for m = 1, 2, . . . ,M do

set zm = 1
2 (um + vm)

ũm = FNum − i a3µ
−1FN

(
|zm|2zm

)
,

ṽm = FNvm − i a3µ
−1FN

(
|zm|2zm

)
note that ũm, ṽm are in Fourier space, then
um+1 = F−1

N eiµδt ũm,

vm+1 = F−1
N eiµδt ṽm

end
uM = F−1

N e−iµδt/2FNuM ,
vM = F−1

N e−iµδt/2FNvM ,
then we have
zM = 1

2 (uM + vM ) ≈ z(tM ).
end

4.3.2. Time Integration by the Implicit Midpoint Rule

In this section we want to derive an algorithm which allows us to apply the implicit midpoint rule,
a well known Runge-Kutta method, efficiently to the Klein-Gordon equation by applying the technique
of spectral discretization of space, that we introduced in section 4.1. Having the time discretization
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tn = t0 + nδt, n = 0, 1, . . . ,M for some M ∈ N and t0 = 0 we can write down the exact solution of the
differential equation

y′ = f(y), y(t0) = y0

at time t1 as

y(t1) = y0 + δt
∫ 1

0
f(y(sδt))ds.

This integral can be approximated by a quadrature formula as∫ 1

0
f(y(sδt))ds ≈ f

(
y

(
1
2δt
))

,

which is known as the so called midpoint rule (cf. [11], chapter 1). Therefore if we use 1
2 (y(t0) + y(t1)) ≈

y (t0 + δt/2) we can approximate y(t1) by the Gauß collocation method

y1 = y0 + δtf
(
y0 + y1

2

)
,

simply called the implicit midpoint rule.
Then if we discretize space by a spectral method and introduce periodic boundary conditions with

L > 0 large enough as in section 4.2.3 and 4.3 we have

∂2

∂t2
u = α

∂2

∂x2u− βu+ λu3, u( ·, 0) = u0, ∂tu( ·, 0) = v0,

u(−L, ·) = u(L, ·) ∂xu(−L, ·) = ∂xu(L, ·),
(4.47)

which we can reformulate as a first order system[
u(t)
v(t)

]′
=
[

0 1
α ∂2

∂x2 − β 0

]
︸                ︷︷                ︸

BA

[
u(t)
v(t)

]
+
[

0
λu3(t)

]
C f(y(t)),

where v(t) = ∂
∂tu(t) and y(t) =

[
u(t)
v(t)

]
. Denoting un ≈ u(tn), vn ≈ v(tn) and yn =

[
un

vn

]
the implicit

midpoint rule yields

y1 = y0 + δt2 A(y0 + y1) + λδt

[
0

((u0 + u1)/2)3

]

⇐⇒ (I − δt2 A)y1 = (I + δt2 A)y0 + λδt

[
0

((u0 + u1)/2)3

]

⇐⇒ 0 = (I − δt2 A)y1 − (I + δt2 A)y0 − λδt

[
0

((u0 + u1)/2)3

]
C F (y1; y0),

(4.48)

where y0 is treated as a parameter only.
At this point assuming that we have discretized the 2π periodic function u(t) = u(x, t) in space at

N discrete points, a simplified Newton’s method can be applied to obtain y1: Recalling the definition of
y1 the derivative of F is given by

F ′(y1; y0) B d

dy1
F (y1; y0) = (I − δt2 A) + λδt

[
0 0

g(u1) 0

]
≈ (I − δt2 A),

where g(u1) is a nonlinear function in u1. Since we want to solve the differential equation efficiently and
we want to avoid the necessity of solving nonlinear equation systems, nonlinearities in the derivative of
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F are not desirable. Therefore we leave out the nonlinear term and just perform a simplified Newton’s
method in which we use B B I − δt2 A as an approximation to F ′(y1; y0) in each Newton iteration step.

Denoting the initial value for the Newton iteration by X0 B y0 we get the next value by Xm+1 =
Xm + ζm, where

Bζm = −F (Xm;X0),

i.e. the update vector ζm is the solution of a linear system of equations, which is, recalling that B contains
a differentiation operator, not that trivial at first. But using the spectral methods from section 4.1, we
can diagonalize B with FFT such that we can solve this efficiently.

Let us write ζk =
[
hmx

hmy

]
and F (Xm;X0) =

[
Fm1

Fm2

]
, then the equation above becomes

[
I − δt2 I

− δt2
(
α ∂2

∂x2 − β
)

I

][
hmx

hmy

]
= −

[
Fm1

Fm2

]
and by Gauß elimination[

I − δt2 I
0 I − δ

2
t

4

(
α ∂2

∂x2 − β
)][hmx

hmy

]
= −

[
Fm1

Fm2 + δt
2

(
α ∂2

∂x2 − β
)
Fm1

]
,

i.e. (
I − δ

2
t

4

(
α
∂2

∂x2 − β
))

hmy = −Fm2 −
δt

2

(
α
∂2

∂x2 − β
)
Fm1 ,

which is equivalent to the equation in Fourier space(
1− δ

2
t

4
(
α(−k2)− β

)) (
FNhmy

)
k

= − (FNFm2 )k −
δt

2
(
α(−k2)− β

)
(FNFm1 )k

for the Fourier numbers k = −N2 + 1, . . . , N2 . Therefore we have

hmy = −F−1
N

{ (
µ−1
k

[
(FNFm2 )k +

(
−δt2 αk

2 − δt2 β
)

(FNFm1 )k
] )N

2
k=−N2 +1

}
with µ−1

k =
(

1 + δ
2
t

4 αk
2 + δ

2
t

4 β
)−1

, k = −N2 + 1, . . . N2 and

hmx = −Fm1 + δt2 h
m
y .

We stop the Newton iteration if the eucledian norm ‖ζm‖ ≤ tol for some given tolerance tol. Altogether
the implicit midpoint rule for the nonlinear wave equation can be summarized in algorithm 4.3. In chapter
5 we will do some numerical tests which approve the quality of this integrator.

4.3.3. The Leapfrog Method

At this point I want to explain another very popular time marching scheme which has arisen from
the Störmer-Verlet scheme for ordinary differential equations. The literature for this section can be
found in [10], chapter I.1.4. It is called the leapfrog method and has proved itself over decades as a
reliable explicit time marching scheme for ordinary and partial differential equations with good energy
and norm conservation properties. We want to consult it as a comparative solver in order to confirm the
good behaviour of both the implicit midpoint rule and the Strang splitting solver for the nonlinear wave
equation (4.47). Denoting its right hand side by a(u) and setting v(x, t) B ∂tu(x, t), we shortly write it
down as

∂2

∂t2
u = a(u), u( ·, 0) = u0, v( ·, 0) = v0, (4.49)
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Algorithm 4.3: The implicit midpoint rule for the nonlinear wave equation (4.47)
Let u0 = (u(xj , 0)Nj=1, v0 = (∂tu(xj , 0))Nj=1
begin

set y0 =
[
u0 v0

]T ,
µ B (µk)

N
2
k=−N2 +1 , µk B 1 + δ

2
t

4 αk
2 + δ

2
t

4 β, k = −N2 + 1, . . . N2 ,

η B (ηk)
N
2
k=−N2 +1 , ηk B − δt2 αk

2 − δt2 β, k = −N2 + 1, . . . N2 ,
and set F (z;w) as in (4.48)
for n = 0, 1, 2, . . . ,M − 1 do

set X0 B yn
m = 0
while ‖ζm‖ > tol do[

Fm1 Fm2
]T = F (Xm;X0), where Fm1 and Fm2 are both of length N

hmy = −F−1
N

{
µ−1 • (FNFm2 + η • FNFm1 )

}
hmx = −Fm1 + δt

2 h
m
y

ζm =
[
hmx
hmy

]
Xm+1 = Xm + ζm
m = m+ 1

end
yn+1 = Xm

end
uM = yM (1 : N)
therefore
u(xj , tm) ≈ uM (j).

end

having in mind that for practical implementation we still assume periodic boundary conditions

u(−L, ·) = u(L, ·) ∂xu(−L, ·) = ∂xu(L, ·). (4.50)

In this notation v(x, t) can be interpreted as the velocity and

a(u) B α∆u− βu+ λu3

as the acceleration at position x and time t. We transform the spatial domain [−L,L] onto the interval
[−π, π] such that we can discretize space once more by xj = −π + jh, j = 1, . . . , N with spatial step size
h = 2π

N and time by tm = t0 +mδt, m = 1, . . . ,M for given time t0 and time step size δt.
This method is called leapfrog method since the positions um ≈ (u(xj , tm))Nj=1 and the velocities

vm ≈ (v(xj , tm))Nj=1 are leapfrogged over each other in half time steps, i.e. for given position um and
velocity vm we obtain the scheme

vm+1/2 = vm + 1
2δta(um),

um+1 = um + δtvm+1/2,

vm+1 = vm+1/2 + 1
2δta(um+1).

(4.51)

Here we can apply a spectral method to calculate a(um) in each step. One can show that for ordinary
differential equations this scheme is of order 2. We will see in some numerical experiments that this is
also true for the application of this method to our wave equation.



CHAPTER

FIVE

NUMERICAL EXPERIMENTS

In this chapter we numerically verify the NLS approximation

εψNLS(x, t) = εA(ξ, σ)ei(kx−ωt) + εA∗(ξ, σ)e−i(kx−ωt). (5.1)

For practical implementation issues we introduce periodic boundary conditions for our solution, where we
choose the spatial domain large enough such that the boundary conditions are negelectable. Therefore
(3.2) becomes

∂2

∂t2
u(x, t) = a1

∂2

∂x2u(x, t) + a2u(x, t) + a3u
3(x, t),

u( ·, 0) = u0, ∂tu( ·, 0) = u1,

u(−L, ·) = u(L, ·), ∂xu(−L, ·) = ∂xu(L, ·).
(5.2)

for some coefficients a1 > 0, a2 < 0 and a3 ∈ R, that we obtained in chapter 3.
The wave number k and the frequency ω obey the dispersion relation

ω2 = a1k
2 − a2

and the group velocity of the wave packet is given by

c = a1k

ω
.

As in chapter 3, ξ = ε(x − ct) and σ = ε2t denote the slow variables in space and time. We have found
that the envelope A in (5.1) has to satisfy the nonlinear Schrödinger equation

i
∂

∂σ
A = ν1

∂2

∂ξ2A+ ν2|A|2A, A(·, 0) = A0,

A(−εL, ·) = A(εL, ·),
∂xA(−εL, ·) = ∂xA(εL, ·),

(5.3)

where
ν1 = c2 − a1

2ω , ν2 = −3a3

2ω .

Here the boundary conditions arise from the spatial scaling ξ = ε(x− ct). Note that for a2 < 0 we have

c2 = a2
1k

2

a1k2 − a2
= a1

(
1 + a2

ω2

)
< a1 ⇒ ν1 < 0,

likewise ν2 < 0 if a3 > 0.

73
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In our simulations we restrict ourselves to the coefficients

a1 = 1, a2 = −1 and a3 = 1

and the wave number k = 0.3. Therefore ν1, ν2 < 0 and thus soliton solutions of our Schrödinger equations
can exist, cf. chapter 3.2.

Note that εψNLS is valid as an approximation to u as long as t ∈ [0, T/ε2] in the sense that

sup
t∈[0,T/ε2]

‖u( ·, t)− εψNLS( ·, t)‖H1 ≤ Cε3/2

for some T > 0, cf. theorem 3.7.
We use spectral methods to solve both the Klein-Gordon and the Gross-Pitavskii equation. Therefore

we have to give the count N of Fourier numbers, that we use to discretize space such that we obtain the
discrete interval associated to the interval [0, 2π],

x̃j = jh2π, j = 1, . . . N, with step size h2π = 2π
N
.

Since we want to discretize the interval [−L,L] we therefore apply the simple transform T (x̃) = −L+ 2L
2π ·x̃

to the grid x̃1, . . . , x̃N and get the spatial discretization

xj = −L+ jh, j = 1, . . . N, with step size h = 2L
2π h2π = 2L

N
.

Note that we integrate over a long time period up to times t ∈ O(ε−2), whereas ε → 0. Since we want
to compare the numerical solution of the nonlinear Klein-Gordon equation with the NLS approximation
we need to have a neglectable error in the time integration. Therefore we choose small time steps, i.e.

δt = h2π/4 = π

2N
−1,

as proposed in cf. [25], chapter 10. This yields the time discretization

tm = mδt, m = 0, 1, 2, 3, . . .

Furthermore we want to avoid additional errors in approximating the H1 norm. Hence we consider the
error estimate in the l∞ sense and define

s(tm) = sup
j=1,...,N

|uj(tm)− εψNLS(xj , tm)|, (5.4)

the maximal error of the NLS approximation at time t, where

uj(tm) B u(jh, tm) ≈ u(xj , tm)

is the approximation of the numerical to the exact solution at time tm. We will find that

sup
tm∈[0,T/ε2]

s(tm) ∈ O(ε2). (5.5)

But why not like Cε3/2? The answer is that we lose the factor ε1/2 if we take the L2 or H1 norm
because of the special scaling of the slow space variable, compare to remark 3.6. But since the l∞ norm
is not subject to it we will end up with a power of 2 rather than 3/2, (cf. introduction to chapter 3 in
[5]).

5.1. The Results on the NLS Approximation

In this section we want to discuss briefly some numerical simulations which shall fortify the theoretical
results that we achieved in chapter 3. The results of this section can be reproduced by running the
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RUN Simulation.m. The error analysis is done by RUN ERRORS.m. We do the simulations on the
spatial domain

x ∈ [−L,L], L = π · 50
k
≈ 524 (5.6)

with k = 0.3 and in the time interval
t ∈ [0, 5/ε2].

But before we start we have to clarify the initial data which we use to solve (5.3)and (5.2). Firstly
we have a look at the numerical solution of the Gross-Pitaevskii equation (5.3).

One can show that
ψs(ξ, σ) = d1 cosh−1(d2ξ)eid3σ (5.7)

with
d1 =

√
−2γ
ν2
, d2 =

√
− γ

ν1
, d3 = γ

for some γ ∈ R, is a soliton solution of the Gross-Pitaevskii equation. It provides the initial data for
(5.3) in our first simulation, i.e. we set

As0(ξ) = ψ(ξ, 0). (5.8)

Here be aware that at t = 0 we have ξ = εx. Furthermore we choose γ = 0.5. Recall that soliton solutions
are solutions which do not change their shape over time, cf. the paragraph before theorem 3.2 in chapter
3.2. In a second simulation we repeat all the calculations with a different initial value, which has an
almost rectangular shape. It is given by

Ar0(ξ) = d1

4
[
1− tanh

(
d2 · (ξ − 11d3)

)
tanh

(
d2 · (ξ + 11d3)

)]
. (5.9)

Figure 5.1 depicts how the solutions to (5.3) evolutes over time using the initial values As0 and Ar0. Note
that the solution A(ξ, ε2t) is evaluated at times t instead of ε2t.

This solution can be used to compute the NLS approximation

εψNLS(x, t) = εA
(
ε(x− ct), ε2t

)
ei(kx−ωt) + εA∗

(
ε(x− ct), ε2t

)
e−i(kx−ωt), (5.10)

which we want to compare with the numerical solution of the Klein-Gordon equation. Therefore we use
the splitting method from chapter 4.3.1 and the implicit midpoint rule from chapter 4.3.2 and choose the
initial values of (5.2) as follows. Taking into account the chain rule for computing ∂tψNLS(x, t)

∣∣
t=0 and

the representation of ∂σA given by (5.3), we can set the initial data as

u(x, 0) = u0(x) B εψNLS(x,0)

∂tu(x, 0) = u1(x) B ε
[
eikx

(
−iωA0 − cε∂ξA0 − iν1∂

2
ξA0 − iν2|A0|2A0

)
+ c.c.

]
,

(5.11)

where A0 ∈ {As0, Ar0} is the initial value for the nonlinear Schrödinger equation.
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Figure 5.1. (RUN schroed.m)
Solution of the Gross-Pitaevskii equation with a soliton initial value (left) and
an almost rectangular initial value (right). We used ε = 0.15 and in order to get
a reasonable illustration we have set c = 0. Having c > 0 the same evolution can
be observed but each curve is spatially shifted by εct, due to the spatial scaling.
Observe that the shape of the solution does not change over time for the soliton
initial value As0 in contrast to the nonsoliton initial value Ar0.

Parameter Value Parameter Value(
a1 a2 a3

) (
1 −1 1

)
ν1 c2 − a1/(2ω)

L 50π/k ≈ 524 ν2 −3a3/(2ω)
k 0.3 d1

√
−2γ/ν2

ω
√
a1k2 − a2 d2

√
−γ/ν1

c k/ω d3 γ
γ 0.5 A0 As0, A

r
0

Table 5.1. Overview of the parameters used in our simulations

All the parameters that we have used in our simulations are listed in table 5.1. We repeated the
simulation with the initial values corresponding to the soliton As0 as well as with the ones according to
the “almost recatangular” envelope Ar0 for various 0 < ε < 1 and for various N ∈N and investigated the
maximal error over all times in the sense of (5.4). In order to get an idea how the numerical solution
develops over time we have a look at figure 5.2 and 5.3, where we see the numerical solution ũ of the
Klein-Gordon equation and the NLS approximation εψNLS . One finds that after some time the envelope
of the NLS approximation still represents more are less the envelope of the numerical solution ũ and that
ũ almost completely overlaps with εψNLS .But if we look closer we observe that ũ has propagated a bit
further than εψNLS , see figure 5.2 on the lower right. Therefore a small error between the numerical
solution and the NLS approximation is already visible without rigorous error analysis.

Another interesting thing is the change of shape of the envelope in figure 5.3 for nonsoliton initial
values, i.e. A0 = Ar0. The shape changes from an almost rectangular form to a completely different
outline, but the numerical solution is still bordered by the Solution A of the Schrödinger equation, i.e.
the envelope of the NLS approximation.
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Figure 5.2. The initial pulse u0 and the envelope given by As0 at t = 0 (upper left) and
the numerical solution of the Klein Gordon equation for ε = 0.1 at t = 497.53
(upper right). The figure on the lower left shows the magnified aperture which
is outlined by the rectangle in the figure on the upper right. The dashed black
line depicts the shape of the envelope A, the blue dotted line shows the NLS
approximation εψNLS .

The Error Bounds

In order to discuss the error of the NLS approximation we have a look at figure 5.4. It shows pretty
well that the error

sup
m, tm∈[0,5/ε2]

sup
j=1,...,N

|u(xj , tm)− εψNLS(xj , tm)| (5.12)

of the NLS approximation compared to the numerical solution behaves like Cε2, which fortifies statement
(5.5). In our experiments we found C ∈ (0.24, 0.28). The evolution of the l∞-error in the interval [0, 5ε2] is
presented in figure 5.5 for soliton type initial values and in figure 5.6 for “almost rectangular” type initial
values. One can see that for both types of integrators and initial values and for each ε the error starts to
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Figure 5.3. Evolution of the solution to the Klein-Gordon equation with almost rectangular
initial values. Note that the shape of the envelope 2ε|A| changes over time.
ε = 0.1.

grow linearly with time as t ∈ O(ε2). This effect can be observed for the initial values corresponding to
Ar0 even earlier.
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Figure 5.4. (PLOT MAXERRORS.m)
Order plot of the maximal error supm, tm∈[0,5/ε2] ‖u(·, tm)− εψNLS(·, tm)‖l∞ of
the NLS approximation in terms of ε−1 using Strang splitting and the implicit
midpoint rule. The error behaves like Cε2 for various N , for both integrators
and for both types of initial values.
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Figure 5.5. (PLOT ERROR EVOLUTION.m)
Evolution of the l∞-error in terms of the “normalized” time tε2/5 for soliton type
initial values.

The Reason why to use the NLS Approximation

We have already seen that the maximal error of the NLS approximation in the time interval t ∈
[0, T/ε2] is small for some T > 0 and small ε > 0. However, even if we reduce the step size for the
Schrödinger splitting integrator and therefore the error of the amplitude A, we cannot improve the error
of the NLS approximation for fixed ε > 0 more than up to order O(ε2).

So why should we use such an approximation if we can obtain a more accurate solution to the
Klein-Gordon equation by solving it directly with one of the integrators from chapter 4.3?

The answer is CPU time!
As we will see in section 5.3.3, among our three integrators for the Klein-Gordon equation, the

splitting integrator is the most efficient one with respect to CPU time and accuracy. But it still needs
a lot more CPU time to solve this equation in the time interval [0, T/ε2] with step size δt than the
Schrödinger splitting integrator needs to solve the Gross-Pitavskii equation in the time interval [0, T ]
with step size δσ = ε2δt, see figure 5.7. Therefore if the order of the error of our NLS approximation is
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Figure 5.6. (PLOT ERROR EVOLUTION.m)
Evolution of the l∞-error in terms of the “normalized” time tε2/5 for “almost
rectangular” type initial values.

small enough for our purpose it makes sense to use it instead of computing a numerical solution of the
Klein Gordon equation directly.

5.2. The Numerical Properties of the Schrödinger Splitting Integrator

Now let us investigate some properties of the solution to the Gross-Pitaevskii equation (5.3). Note
that we did all the integration with respect to the slow variable σ = ε2t and that the spatial scaling
ξ = ε(x− ct) causes a scaling of the L2 norms by ε1/2 in this section, i.e. for a function f(ξ, σ) we have

‖f(·, σ)‖L2 = ε1/2 ‖f(ε·, σ)‖L2 .

To a given time step size δt corresponding to the fast time scale t we define the slow time step size

δσ B ε2δt,

corresponding to the slow time scale σ = ε2t.
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Figure 5.7. (RUN SCHROED ERRORS.m)
Comparison of the CPU times needed to solve the Klein-Gordon equation (KG
splitting) in the time interval t ∈ [0, 10] with step size δt = 10−4 and the Gross-
Pitaevskii equation (GP splitting) in the time interval σ ∈ [0, 10ε2] with step
size δσ = ε2δt using the corresponding splitting solvers for various N . The GP
splitting only needs about half the CPU time of the KG splitting. ε = 0.05,
A0=As0.

Firstly we regard the numerical order of the splitting integrator. In theorem 4.26 we have shown
that for the time step size δσ the global error in the L2 norm is bounded by Cδ2σ. We reproduced these
results in our numerical tests for the initial value A0 = As0 and plotted the maximal error

sup
σ∈[0,10000ε2]

‖A(σ)− ψs(σ)‖L2

for various step sizes δσ in figure 5.8, where A(ξ, σ) is the numerical and ψs(ξ, σ) is the exact solution
corresponding to the initial value A0 = As0.
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Figure 5.8. (RUN SCHROED ERRORS.m)
Order plot of the splitting method for the Gross-Pitavskii equation. We applied
the method on the time interval σ ∈ [0, ε2 · 10000]. Reference solution is ψs(ξ, σ)
in (5.7). One can see that the results from theorem 4.26 are approved by the
plot.
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A very nice numerical result is the conservation of the L2 norm and the energy, which is according
to (3.19) given by

E (A, σ) B 1
2ν1 ‖A(σ)‖2L2 + 1

4ν2
∥∥A(σ)2∥∥2

L2 . (5.13)

Both the norm ‖A(σ)‖L2and the energy E (A, σ) stay very close to the initial norm ‖A0‖L2 and energy
E (A, 0). The numerical results are depicted in figure 5.9.
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Figure 5.9. Energy and norm of the solution A(ξ, σ) of the Gross-Pitaevskii equation and
the corresponding errors using the splitting integrator in algorithm 4.1. Both
the norm and energy are conserved by the splitting integrator. Parameters:
N = 2048, ε = 0.05, δσ = 10−4, A0 = As0.

5.3. Numerical Properties of the Klein-Gordon Splitting Integrator and the Implicit
Midpoint Rule

Since we want to make sure that the integrators that we used in section 5.1 to solve the Klein-Gordon
equation provide an acceptable reference solution to compare the NLS approximation with, we will have
a look at some numerical properties of the splitting integrator and the implicit midpoint rule in this
section and compare them to the results by the leapfrog method. In this section we will denote the
numerical solution of the Klein-Gordon equation (5.2) that we obtained by one of the three integrators
from chapter 4.3 by ũ. If we do not explicitly mention something else, the initial values for the simulations
are constructed by (5.11) with A0 = As0 and the parameters are taken from table 5.1. Furthermore we
set the tolerance for the Newton iteration in algorithm 4.3 to tol = 10−8. The results and all the figures
of this section can be reproduced by running RUN ORDERPLOT.m.

5.3.1. The Numerical Order

At first we investigate the numerical order of the methods. But since we do not know the exact
solution to (5.2) we have to compute a reference solution by another numerical method. For ordinary
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Figure 5.10. Order plot for the leapfrog and the splitting method and the implicit midpoint
rule in the time interval [0, 1] . One can see that the splitting method works
most precisely. All three integrators are of numerical order 2.

differential equations we know that all three integrators are of order 2, i.e. the global error is of order
O(δ2t ), cf. [10]. But due to additional spatial discretization errors we can not be sure if our methods
conserve this property if we apply them to partial differential equations such as our nonlinear wave
equation.

Therefore the integrator which we want to use to compute the reference solution has to be at least
of order 2 or higher. For our purpose we choose the 4th order integrator which was presented by Haruo
Yoshida in [27] in 1990 and use the same splitting ansatz as we did in section 4.3.1.

For fixed N and therefore fixed spatial step size h we apply each integrator to the wave equation in
the time interval [0, 1] and compare the maximal errors in the L2 norm. We normalize the initial values
from (5.11) and set

ũ0 = u0/ ‖u0‖L2 , ũ1 = u1/ ‖u0‖L2 . (5.14)

the new initial values. We repeated the calculation for various time step sizes δt and obtained the result

‖uref (t)− ũ(t)‖L2 ≤ Cδ2t , ∀t ∈ [0, 1] (5.15)

with some constant C > 0, where ũ is the numerical solution and uref is the reference solution, cf. figure
5.10. This numerically underlines the second order convergence of the splitting method and the implicit
midpoint rule.

5.3.2. Energy and Norm Conservation

But in our problem it is not only important that a time integrator is very accurate but also that it
conserves energy and the norm of our system over a long period of time, i.e. if we define the energy of
system (5.2) as (cf. [9], chapter 5)

E(u, t) B ‖∂tu(t)‖2L2 + ‖∂xu(t)‖2L2
+ ‖u(t)‖2L2 −

1
2
∥∥u2(t)

∥∥2
L2 (5.16)



84 5. Numerical Experiments

0 20 40 60 80 10010−15

10−10

10−5

time t

Energy error

0 20 40 60 80 100

10−4

10−2

100

time t

L2-norm error

splitting midpoint leapfrog

(a) δt = 2.0 · 10−4
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Figure 5.11. Error plot for the energy error |E(ũ, t)− E(ũ, 0)| and the error of the L2 norm∣∣‖ũ(·, t)‖L2 − ‖ũ(·, 0)‖L2

∣∣ using various step sizes δt. For all three integrators
the energy error stays small. The best energy conservation is observed using our
spliting integrator. Regarding the L2 norm error we can not see any difference
between the integrators: for all three it stays small. Simulation parameters:
ε = 0.1, N = 4096.

we want to have ideally
‖ũ(t)‖L2 = ‖ũ(0)‖L2 ,

E(ũ, t) = E(ũ, 0)
∀t ∈ [0, T ] (5.17)

for some T > 0. Therefore we tested the integrators for these properties and found that even for large
step sizes δt = 0.05 the energy and the L2 norm are conserved over a long period of time, see figure 5.12.
For smaller step sizes we investigated the energy error

|E(ũ, t)− E(ũ, 0)|

and the L2 norm error
|‖ũ(t)‖L2 − ‖ũ(0)‖L2 |

with respect to the start time and found that they also stay small for a long time span, see figure 5.11.
Our splitting integrator keeps the energy error smaller than the implicit midpoint rule or the leapfrog
method. It also conserves the L2 norm and the corresponding error in pretty much the same quality as
using one of the other integrators, see figure 5.11. Hence our splitting method seems to be very suitable
for our problem.
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Figure 5.12. Evolution of the energy and the L2 norm of ũ in the time interval [0, 10000]
with a pretty large step size δt = 0.05. All our integrators conserve the energy
and the norm pretty well, no drift is visible. Note that the oscillation width
of the energy is smallest for the splitting integrator. Simulation parameters:
ε = 0.1, N = 4096.

5.3.3. Efficiency

Now we want to see for ourselves that our splitting integrator is not only very accurate but also
very efficient compared to the leapfrog method or the implicit midpoint rule. Therefore we applied the
three methods to the Klein Gordon equation (5.2) and compared the CPU times they needed to solve
the problem on the time interval [0, 2] for various time step sizes δ[j]t and the in the process evolving L2

errors
max
t∈[0,2]

‖uref (t)− ũ(t)‖L2 , (5.18)

see figure 5.13. One can see that the splitting integrator produces a smaller error at less CPU time than
the leapfrog method or the implicit midpoint rule.

By applying a power fit to the calculated errors with respect to the spent CPU time we calculated
the following relation between the CPU time t and the corresponding error r(t) with some constant c
depending on the discretization and the method we used, i.e.

r(t) ≈ ct−2.

For N = 8192 we obtain the constant cs = 4.46 · 10−8 using the splitting method and the constant
cl = 3.34 · 10−6 using the leapfrog method. Therefore for fixed error r this yields the relation

ts
tl

=
√
cs
cl
≈ 0.11

of the CPU time ts by using the splitting method and the CPU time tl by using the Leapfrog method.
Hence the splitting method is about 9 times faster than the leapfrog method. Considering the discretiza-
tion with N = 4096 gives the same result.
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Figure 5.13. Maximal L2 error against CPU time. Among our three methods, the splitting
integrator is the most efficient one.



CONCLUSION

A Short Summary

We used the method of multiple scales to derive the so called NLS approximation to the solution
of the nonlinear Klein-Gordon equation. Its amplitude function solves the Gross-Pitaevskii equation, a
nonlinear Schrödinger equation that can be solved very efficiently using the splitting method presented
in chapter 4.2.

We found that the error bounds on the NLS approximation depend on a small parameter ε. They
are valid as long the time t is of order O(ε−2). We could underline this theoretical result of chapter 3 in
chapter 5 numerically.

The main advantages of this approximation are its simple form and that we can obtain its amplitude
very efficiently by the solution of a nonlinear Schrödinger equation using a splitting method. We need
less time to compute this solution than by using a time integration method to solve the Klein-Gordon
equation directly.

In order to get a reasonable reference solution of the Klein-Gordon equation, we analyzed amongst
others a splitting integrator for this equation numerically. This splitting method has very nice properties,
such as norm and energy conservation and a practical numerical order. Moreover it is very efficient.

Furthermore we learned how to use spectral methods based on the fast Fourier transform to calculate
spatial derivatives and found that for smooth functions they produce a much smaller error than for
example finite difference methods.

Future Work

We intend to do a rigorous error analysis for the Klein-Gordon splitting integrator in the near future.
Furthermore we want to prove its conservation properties that we observed in this thesis.

A related problem to our Klein-Gordon equation is treated in [5], where additionally a quasilinear
term is present. The ansatz for an approximation is also done by an NLS approximation of the same form
as we derived during this thesis. The authors have been able to numerically state error bounds, which
are of the same order as the error bounds for our NLS approximation. But a stringent error analysis for
that problem remains to be done.
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APPENDIX

A

FUNCTIONAL ANALYTICAL BACKGROUND

Let U ⊆ Rd be an open set and set

L1
loc(U) B

{
f : U → C : f is measurable, f |K ∈ L1(K) ∀K ⊆ U compact

}
and

C∞c (U) B {ϕ ∈ C∞(U) : ϕ has compact support} .

Definition A.1 (Lebesgue spaces, see [1], chapter 2). For n ∈N, p ∈ [1,∞] we define the Banach spaces{
Lp(Rn) B {f : Rn → C, ‖f‖p <∞} , p ∈ [1,∞)

L∞(Rn) B {f : Rn → C, ‖f‖∞ <∞} , p =∞
(A.1)

with the corresponding norms
‖f‖p B

∫
Rn

|f(x)|pdx

 1
p

, p ∈ [1,∞)

‖f‖∞ B ess sup
x∈Rn

|f(x)|, p =∞,

where
ess sup
x∈Rn

|f(x)| B inf {α > 0; |f(x)| ≤ α for almost all x ∈ Rn} .

We may sometimes also write just Lp and L∞ or Lp(Rn) and L∞(Rn) for the spaces (A.1).

A.1. The continuous Fourier transform

Let J = (a, b) ⊂ R be an interval.

Definition A.2. f : J → C is said to be admissible if the restriction f
∣∣
K

is jump continuous for every
compact K ⊂ J .

Definition A.3. Let f : J → C be admissible.
Then we call f absolutely integrable if the integral

∫
J

|f(x)|dx ∈ R exists.

Proposition A.4 (see [2], chapter VI, Proposition 8.7.). Let f : J → C be absolutely integrable, then
the integral

∫
J

f(x)dx exists in C.
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Proof. See [2], Proposition 8.7. �

Theorem A.5 (majorant criterion,see [2], chapter VI, Theorem 8.8.). Let f : J → C and g : J → R+

be admissible with
|f(x)| ≤ g(x) for x ∈ J.

If g is integrable, then f is absolutely integrable.

Remark A.6. The function f : R→ C being absolutely integrable is equivalent to f ∈ L1(R).

Remark A.7. Theorem A.5 also holds if J ⊂ Rn. Then the statement is: if g is integrable, then
f ∈ L1(J).

Definition and Lemma A.8. Let f ∈ L1(Rn,C), k ∈ Rn. Then the function x 7→ e−i〈k,x〉f(x) is also
in L1 and the Fourier integral

Ff(k) B f̂(k) B
∫
Rn
e−i〈k,x〉f(x)dx ∈ C

exists. We call the operator F : f 7→ f̂ the (continuous) Fourier transform and f̂ is called the Fourier
transformed of f .

Proof. There holds |e−i〈k,x〉| = 1 ∀x ∈ Rn. Set g(x) B |e−i〈k,x〉f(x)|. Then the claim folows directly from
remark A.7 (majorant criterion for Rn) and proposition A.4. �

Theorem A.9. Let f ∈ L1(Rn). Then Ff ∈ C0(Rn) B {f ∈ C(Rn), f → 0, |x| → infty}. Furthermore
is F : L1(Rn)→ C0(Rn) a linear continuous operator with operator norm ‖F‖ ≤ 1.

Proof. See [26], Satz V.2.2. �

Definition A.10. Let α B (α1, . . . , αn) ∈ Nn
0 , f a smooth function. Then we define the differential

operator Dα formally by
Dαf B

∂α1

∂xα1
1
· · · ∂

αn

∂xαnn
f.

α is called a multiindex.

Definition A.11 (see [26], Definition V.2.3). A function f : Rn → C is called fast decreasing, if

lim
|x|→∞

xαf(x) = 0 ∀α ∈Nn
0 ,

where xα B xα1
1 · · ·xαnn . The space

S (Rn) B
{
f ∈ C∞(Rn) : Dβf fast decreasing ∀β ∈Nn

0
}

is called Schwartz space and its elements Schwartz functions.

Lemma A.12 (see [26], Lemma V.2.4 and V.2.5.). Let f ∈ S (Rn) and α a multiindex. Then there hold

a) Ff ∈ C∞(Rn) and Dα(Ff) = (−i)|α|F(xαf).
b) F(Dαf)(k) = i|α|kαFf
c) Ff ∈ S (Rn)
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Theorem A.13 (see [26], Satz V.2.8.). The Fourier transformation F is a bijection from S (Rn) onto
S (Rn) and its inverse operator is given by

(F−1f)(x) =
∫
Rn
f(k)ei〈x,k〉dk.

Furthermore there holds
〈Ff,Fg〉L2 = 〈f, g〉L2 ∀f, g ∈ S (Rn).

Hence F is an isometry with respect to the norm ‖ · ‖L2 .

So the operator F is well-defined on the subset S (Rn) ⊂ L2(Rn), bijective and isometric with
respect to ‖ · ‖L2 . One can show that S (Rn) is dense in L2(Rn) and thus we can extend F to an
isometric operator F2 : L2(Rn)→ L2(Rn) that satifies

Theorem A.14 (see [26], Satz V.2.9.). a) For f ∈ L1(Rn) ∩ L2(Rn) there holds

(F2f)(k) = (Ff)(k) almost everywhere

b) Let f ∈ L2(Rn), BR B {x ∈ Rn : |x| ≤ R} and define

gR(k) =
∫
BR

f(x)e−i〈x,k〉dx,

then
F2f = lim gR

R→∞
, w.r.t. ‖ · ‖L2 .

A.2. Sobolev spaces and operator theory

Definition A.15 (weak derivatives and Sobolev spaces, see Schnaubelt [23], Definition 3.1). Let f ∈
L1
loc(U) and α ∈Nd

0 a multiindex. If there is a function g ∈ L1
loc(U) such that∫

U

gϕdx = (−1)|α|
∫
U

f∂αϕdx, ∀ϕ ∈ C∞c (U),

then g C ∂αf is called weak derivative of f . If f possesses weak derivatives for all |α| ≤ k, then we write
f ∈W k(U).
For k ∈N, 1 ≤ p ≤ ∞, we define the Sobolev spaces by

W k
p (U) B

{
f ∈ Lp(U) ∩W k(U) : ∂αf ∈ Lp(U)∀|α| ≤ k

}
endowed with the norm

‖f‖k,p =


( ∑

0≤|α|≤k
‖∂αf‖pp

) 1
p

, 1 ≤ p <∞,

max
0≤|α|≤k

‖∂αf‖∞, p =∞,

where ∂0f B f and W 0
p (U) = Lp(U).

In the case of p = 2 we write
Hk(U) BW k

2 (U).

Remark A.16. Instead of the norm ‖ ·‖k,2 the space Hk(U) may be endowed with the equivalent norm
‖| ·‖|Hk ,

‖|f‖|Hk B max
0≤|α|≤k

‖∂αf‖2
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for f ∈ Hk(U). The equivalence of these norms follows from

‖|f‖|2Hk ≤ ‖f‖
2
k,2 =

∑
0≤|α|≤k

‖∂αf‖22 ≤ C ‖|f‖|2Hk .

Lemma A.17. Let u, v, w be functions of one of the spaces L2(R), H1(R) or H2(R) such that the
corresponding norms exist. Then there hold the following inequalities

‖uvw‖L2 ≤ K0 ‖u‖L2 ‖v‖H1 ‖w‖H1 ,

‖uvw‖L2 ≤ K1 ‖u‖L2 ‖v‖H2 ‖w‖H2 ,

‖uvw‖H1 ≤ K2 ‖u‖H1‖v‖H1 ‖w‖H1 ,

‖uvw‖H2 ≤ K3 ‖u‖H2‖v‖H2 ‖w‖H2 .

with constants K0,K1,K2,K3 > 0.

Proof. The proof is essentially based on the Sobolev embedding H1(R) ↪→ L∞(R) and the estimates
‖ ·‖L2 ≤ ‖ ·‖H1 ≤ ‖ ·‖H2 , such that from

‖uvw‖L2 ≤ ‖u‖L2 ‖v‖∞ ‖w‖∞

there follow the first and the second estimates immediately. Having
∂

∂x
(uvw) = ( ∂

∂x
u)vw + u( ∂

∂x
v)w + uv( ∂

∂x
w)

and ‖ ·‖2H1 = ‖ ·‖2L2 +
∥∥ ∂
∂x ·

∥∥2
L2 , we obtain

‖uvw‖2H1 ≤ ‖uvw‖2L2 +
∥∥∥∥( ∂
∂x

u)vw
∥∥∥∥2

L2
+
∥∥∥∥u( ∂

∂x
v)w

∥∥∥∥2

L2
+
∥∥∥∥uv( ∂

∂x
w)
∥∥∥∥2

L2
.

Using the first inequality, where the L2 norm of the right hand side is applied to the differentiated function
respectively, finally yields the third inequality. The last inequality is shown in a similar way, using that
‖ ·‖H1 = ‖ ·‖L2 +

∥∥ ∂
∂x ·

∥∥
L2 +

∥∥∥ ∂2

∂x2 ·
∥∥∥
L2

. �

Definition A.18. Let X and Y be Hilbert spaces with scalar product 〈 ·, ·〉X and 〈 ·, ·〉Y respectively.
Let T ∈ L(X,Y ), i.e. linear and bounded, and A : X → Y a linear densely defined operator with domain
D(A) ⊂ X. We define the Hilbert space adjoints T ′ and A′ by

〈x, T ′y〉X = 〈Tx, y〉Y ∀x ∈ X, y ∈ Y

D(A′) = {y ∈ Y : ∃z ∈ X∀x ∈ D(A) : 〈Ax, y〉Y = 〈x, z〉X} , A′y B z.

If X = Y , we call T self-adjoint if T ′ = T and respectively A if A′ = A, in particular D(A) = D(A′). T
is called unitary if it is invertible with T ′ = T−1.

Definition A.19 (operator semigroups,Werner[26], Definition VII.4.1). A strongly continuous semigroup
of operators (C0 semigroup) is a one parameter family T (t) : X → X, t ≥ 0 of bounded linear operators
on a Banach space X with the following properties:

(i) T (0) = Id,
(ii) T (s+ t) = T (s)T (t), ∀s, t ≥ 0

(iii) lim
t→0

T (t)x = x, ∀x ∈ X.
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The operator defined by

Ax = lim
h→0

T (h)x− x
h

, D(A) =
{
x ∈ X | lim

h→0

T (h)x− x
h

exists
}

is called the (infinitesimal) generator of (T (t))t≥0.

Theorem A.20 (Stone’s theorem, Pazy [19], Theorem 1.10.8). A is an infinitesimal generator of a C0-
semigroup of unitary operators on a Hilbert space H if and only if iA is self-adjoint.

Theorem A.21 (Schnaubelt [23], Theorem 4.18). Let H be a Hilbert space and A be a densely defined,
closed and symmetric operator, then

A is self adjoint ⇐⇒ the spectrum σ(A) ⊆ R

Lemma A.22. The operator L B −i∆ is generator of the C0 contraction semigroup
(
e−iσ∆)

σ≥0 in the
space Hm(R), m ≥ 1.

Proof. We show that the operator iL = ∆ is self-adjoint such that theorem A.21 and therefore Stone’s
theorem A.20 applies and we are done.

(1) The Laplacian ∆ is defined on the dense subset C∞c ⊆ Hm(R) of L2(R). Therefore iL is densely
defined in L2(R).

(2) Furthermore iL is a closed operator with spectrum σ(iL) = (−∞, 0] ⊆ R as shown in example
4.11 and 4.22 of the lecture notes [23].

(3) σ(iL) = (−∞, 0] also yields that ‖eσL‖ ≤ 1 and therefore we have a contraction.
(4) Since

〈∆u, ϕ〉L2 =
∫
Rd

∆uϕdx
∫
Rd
u∆ϕdx = 〈u,∆ϕ〉L2 ∀ϕ ∈ C∞c (R),

the operator iL is symmetric and all conditions of theorem A.21 are satisfied.
Hence iL = ∆ is self-adjoint and Stone’s theorem gives the result. �

Theorem A.23 (Pazy[19], Theorem 6.1.4). Let X be a Hilbert space and let f : [0,∞) × X → X be
continuous in t ≥ 0 and locally Lipschitz continuous in u, uniformly Lipschitz continuous in t on bounded
intervals. If −A is the infinitesimal generator of a C0 semi-group T (t) on X then for every u0 ∈ X there
is a tmax ≤ ∞ such that the initial value problem

∂

∂t
u(t) = −Au(t) + f (t, u(t)) , t ≥ 0, u(0) = u0

has a unique solution in the form

u(t) = T (t)u0 +
t∫

0

T (t− s)f(s, u(s))ds, 0 ≤ t ≤ tmax.
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Lemma A.24 (Gronwall’s lemma in integral form). Let T ∈ (0,∞], a, b ∈ L∞(0, T ) and λ ∈ L1(0, T ), λ(t) ≥
0 for almost all T ∈ [0, T ]. Then,

a(t) ≤ b(t) +
t∫

0

λ(s)a(s)ds almost everywhere in [0, T ]

implies for almost all t ∈ [0, T ]

a(t) ≤ b(t) +
t∫

0

eΛ(t)−Λ(s)λ(s)a(s)ds,

where Λ(t) B
t∫

0
λ(τ)dτ . If b ∈W 1

1 (0, T ), it follows

a(t) ≤ eΛ(t)

b(0) +
t∫

0

e−Λ(s)b′(s)ds

 .

Moreover, if b is a monotonically increasing, continuous function, it holds

a(t) ≤ eΛ(t)b(t).

Proof. For the proof of this lemma, look inside Emmrich’s paper [7] on Gronwall’s lemma, Proposition
2.1. �

Theorem A.25 (Sobolev imbedding theorem,[1], Theorem 4.12). Let Ω be a domain in Rn and, for
1 ≤ k ≤ n, let Ωk be the intersection of Ω with a plane of dimension k in Rn. (If k = n, then Ωk = Ω).
Let j ≥ 0 and m ≥ 1 be integers and let 1 ≤ p <∞.

If Ω satisfies the cone condition and if mp > n or m = n and p = 1, then

W j+m
p (Ω) ↪→ CjB(Ω),

where CjB(Ω) B
{
f ∈ Cj(Ω)|

∥∥∥∂|α|∂xα f
∥∥∥
∞
<∞, ∀|α| ≤ j

}
Moreover, if 1 ≤ k ≤ n, then

W j+m
p (Ω) ↪→W j

q (Ωk), p ≤ q ≤ ∞

and in particular,
Wm
p (Ω) ↪→ Lq(Ω), p ≤ q ≤ ∞.
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