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Patrick Krämer, Philipp Gerstner for proof-reading and Julian Ott for his advise and help with creating
the pictures from Chapter 3.
Last but not least, I want to especially thank my girlfriend Susanne Heiny for her moral support and
making things a lot easier to handle.

iii



iv



Contents

1 The Diffusion Equation on Evolving Domains 1
1.1 Derivation of the Diffusion Equation on Evolving Domains . . . . . . . . . . . . . . . . 1

1.1.1 The Evolving Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Modeling Diffusive Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Analysis of the Diffusion Equation on Evolving Domains . . . . . . . . . . . . . . . . . 6
1.2.1 Analytic Framework and Notation . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.2 Weak Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Well-Posedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 A Non-autonomous Initial Value Problem 15
2.1 Introduction to Evolution Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.1 The Bounded Operator Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 An Evolution System for the Parabolic Initial Value Problem . . . . . . . . . . . . . . . 16

2.2.1 Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 Differentiability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.3 Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3 A Remark on Evolution Problems based on PDEs on Evolving domains . . . . . . . . . 31
2.3.1 A Change of Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3 Spatial Discretization of the Diffusion Equation on Evolving Domains 35
3.1 A Finite Element Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.1.1 Triangulation Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.2 The Discrete Evolving Domain . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.1.3 Preliminary Approximation Results . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 Semi-Discrete Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Spatial Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.2 Convergence of the Semi-Discrete Solution . . . . . . . . . . . . . . . . . . . . 47

4 An Exponential Integrator for Parabolic Evolution Problems 57
4.1 Construction of the Integrator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2 Application of ExpInt to our Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.2.1 First Assumption: Domain of the Operator . . . . . . . . . . . . . . . . . . . . 61
4.2.2 Second Assumption: Resolvent Estimate . . . . . . . . . . . . . . . . . . . . . 61
4.2.3 Third Assumption: Lipschitz Continuity . . . . . . . . . . . . . . . . . . . . . . 70

5 Numerical Tests 73
5.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.1.1 Assembly of the Matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1.2 Time Integrators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.2 The Numerical Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

v



vi

5.2.1 Input Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2.2 Discussion of the Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2.3 Order of Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

A Appendix 85
A.1 Material Derivative of a Gradient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A.2 Semigroup Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A.3 Gronwall Lemmata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87



Introduction

This thesis is the attempt to theoretically work out a test example for a new numerical time integrator,
first proposed in [10]. This exponential integrator is constructed to approximate time integration of lin-
ear initial value problems with time dependent operators. Parallel to the efforts of Marlis Hochbruck
and Alexander Ostermann to proof the convergence, I wrote a numerical program to verify the expected
quality of the integrator. It implements a full-discretization of the diffusion equation on evolving do-
mains.

The theoretical framework as well as the spatial discretization of the diffusion equation on evolving
domains is inspired by [3], which deals with applying a finite element method to the diffusion equation
on an evolving surfaces.

For the construction the exponential integrator, we use the theory for evolution problems from [15].

Overview

Chapter 1 begins with the derivation of our example problem. We try to give some insights into some
specialties of partial differential equations on evolving domains and give an existence and uniqueness
result of a weak solution.

In Chapter 2, we prove that linear initial values problems with time dependent operators have unique
solutions. This detailed insight into the construction of the solution was chosen, since the numerical
integrator uses the same ansatz.

Chapter 3 deals with the spatial discretization of the problem we derived in Chapter 1. We present the
general idea behind the spatial discretization and after showing some approximation results, we prove
its convergence.

The construction of the integrator is done in Chapter 4. We then continue with the application of the
integrator to our semi-discretized problem. It will be necessary to check some assumptions, such that
we can be sure that the integrator works.

Finally, in Chapter 5, we are going to discuss the implementation of our test program, as well as the
results of our numerical tests.

vii
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Chapter 1

The Diffusion Equation on Evolving
Domains

Problems governed by partial differential equations (PDE) on a deformable domains which change in
time arise in science and engineering. A classification of such PDEs would distinguish between:

• Problems where the movement of each of the points in the domain is a priori given.

• Free-boundary problems, where the boundary moves free according to a given law. These prob-
lems arise when modeling fluid-structure interactions and are much more challenging to treat
theoretically and solve numerically.

We need a PDE with time dependent effects to solve it numerically and to test numerical integrators.
Since differential equations with time dependent coefficients are mathematically almost completely stud-
ied and free-boundary PDEs are technically too elaborate for an exemplary problem, we decided the
diffusion equation on a given evolving domain to be the proper test example.

Generally, the approach we choose is strongly motivated by [3], which presents a method for spatial
discretization of diffusion equations on evolving surfaces. Nevertheless, we will indicate the parts and
results, which are transferred from [3] to our problem, separately.

1.1 Derivation of the Diffusion Equation on Evolving Domains

We want to describe the behavior of a scalar quantity

u : NT → R

defined on a time-space domain
NT B

⋃
t∈[0,T ]

{t} ×Ωt .

We consider Ωt ⊂ R
2 as an evolving domain, which will be explained below. The evolution of the

domain is associated with the motion of material points in the domain which transport material quantities
such as heat, mass or concentration. As mentioned before, for our purpose we assume that the evolution
of the domain is a priori given and not dependent on the solution.

1.1.1 The Evolving Domain

An evolving domain can be given in several ways, but since we want to model material flows we need
to specify the exact motion of each point in the domain: Let Ω0 be some bounded initial domain in R2.
We define the mapping

Φ : [0,T ] ×Ω0 → R
2 ,

1
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Figure 1.1: A basic example for an evolving domain: The unit square [0.1] × [0, 1] ⊂ R2 is scaled along
the y axis.

which describes the trajectories of the points from Ω0 and set

Ωt B Φ(t,Ω0) (1.1)

for t ∈ [0,T ]. The mapping Φ(t, ·) is supposed to be a diffeomorphism. By that we can assure that Ωt is
somehow topologically similar to Ω0. Two very basic linear examples of evolving domains are given in
Figure 1.2 and Figure 1.1.

Considering Φ(t, ·) a diffeomorphism its inverse exists. The same is denoted by

Φ−1(t, ·) : Ωt → Ω0 .

Observe that Φ−1 will always denote the inverse of Φ with respect to the space variable. The velocity v
of a point in Ωt is defined as the time derivative of its evolution,

v(t,Φ(t, ·)) B ∂tΦ(t, ·) . (1.2)

Thus
v : NT → R

2, (t, x) 7→ ∂tΦ(t,Φ−1(t, x)) .

We need the following assumptions to be satisfied:

Assumption 1.1. Let Ω0 be an open and bounded domain in R2 with Lipschitz boundary. The transfor-
mation of the domain Ω0 is given by the family of bijective mappings

Φ(t, ·) : Ω0 → Ωt .

so that Φ(t, ·) is a diffeomorphism for each t ∈ [0,T ]. Thus Φ(t, ·) is continuously differentiable
and has a continuously differentiable inverse Φ−1(t, ·). By requiring Φ(0, ·) = Id, we assure that
mint∈[0,T ],y∈Ω0 det(JxΦ(t, y)) > 0. Moreover,

Φ ∈ C1([0,T ],C1(Ω0)
)
∩C0([0,T ],C2(Ω0)

)
so that the velocity v : NT → R

2 of the evolving domain suffices

v ∈ C0([0,T ],C1(Ω0)
)
.

It is difficult to define a time derivative for a function f : NT → R at a fixed time and point: if we
choose x ∈ Ωt \ Ωt+τ with t, t + τ ∈ [0,T ] then f (t, x) is defined and f (t + τ, x) is not, thus making it
difficult to even write down a difference quotient. In fact we want a derivative that vanishes for functions
that stay constant when the evolution of the domain is excluded. Therefore:

Definition 1.2. (Material Derivative) Let f : NT → R. We define the material derivative Dt of the
function f by

Dt f (t, x) B ∂t f (t, x) + ∇ f (t, x) · v(t, x) . (1.3)
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Figure 1.2: Another example for an evolving domain: The unit square [0, 1] × [0, 1] ⊂ R2 rotates about
0.

Note that Dt f depends on the evolving domain Ωt. The material derivative of f

Dt f : Nt → R
2

satisfies
Dt f (t,Φ(t, y)) =

d
dt

[
f (t,Φ(t, y))

]
(1.4)

for (t, y) ∈ [0,T ] × Ω0. Hence the material derivative coincides with the derivative along the particle
trajectories described by Φ. The characterization (1.4) is in actually the motivation for (1.3).

1.1.2 Modeling Diffusive Behavior

This subsection is concerned with the derivation of a PDE that models diffuse behavior of some scalar
quantity in an evolving domain. The deductions are not mathematically rigorous, but this is not neces-
sary. We want to obtain some weak formulation and will in later sections define our own notion of a
solution.

In the following we will consider arbitrary subsets Mt ⊂ Ωt that have a sufficiently smooth boundary
∂Mt with a well defined outer unit normal n̂ : ∂Mt → R

2.

Remark 1.3. All volume and surface integrals exclude the time parameter t, i.e.∫
Mt

u dx =

∫
Mt

u(t, ·) dx .

For a vector valued function q : ∂Mt → R
2, we denote surface integrals by∫

∂Mt

q · dS =

∫
∂Mt

q(t, ·) · n̂ dx

where the right-hand side can be considered as the integral over a parametrization of ∂Mt.

Since we want u to be a physical quantity, let us start by describing the physical meaning of some
mathematical quantities:

We consider ∫
Mt

u dx

as the mass of u in Mt.
Let q be some material flux, which transports u. Note that q takes values in R2. The mass of u that

flows through a surface S is

−

∫
S

q · dS .

To model the diffusion character of u we choose the flow

q = −α∇u
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for some α > 0. Since −∇u points in the direction of steepest descent, this causes a flow of mass of u
from regions where u is in general larger to regions where u is smaller.

We require u to obey mass conservation: The change of mass of u in a set Mt is equal to the amount
of mass of u flowing through its boundary ∂Mt is then translated to

d
dt

∫
Mt

u dx =

∫
∂Mt

α∇u · dS . (1.5)

Convince yourself that the sign on the right-hand side is correct. An application of the divergence
theorem yields

d
dt

∫
Mt

u dx =

∫
∂Mt

α∇u · dS

= α

∫
Mt

div
[
∇u

]
dx

= α

∫
Mt

∆u dx .

We need the following result to handle time derivatives of integrals over time dependent domains:

Lemma 1.4. (Leibniz Formula) Let Ωt be an evolving domain and f be a function defined on NT such
that all of the following quantities exist. Then

d
dt

∫
Ωt

f dx =

∫
Ωt

Dt f + f div v dx . (1.6)

Proof. We can interchange integration and differentiation with respect to time if the integral is indepen-
dent of time and the integrand is differentiable and integrable. Using the mapping Φ(t, ·) : Ω0 → Ωt to
switch the time dependency of the domain into the integrand, we then find

d
dt

∫
Ωt

f dx =
d
dt

∫
Ω0

f ◦ Φ(t, ·) det(JxΦ(t, ·)) dx =

∫
Ω0

d
dt

[
f ◦ Φ(t, ·) det(JxΦ(t, ·))

]
dx

=

∫
Ω0

d
dt

[
f ◦ Φ(t, ·)

]
det(JxΦ(t, ·)) + f ◦ Φ(t, ·)

d
dt

[
det(JxΦ(t, ·))

]
dx

Hence, by using (1.4) and

d
dt

[
det(JxΦ(t, ·))

]
=

[
div v

]
◦ Φ(t, ·) det(JxΦ(t, ·))

with the latter being found in [6, (2.8)], we get (1.6). �

This Lemma can be directly applied to the above integral equation and we get∫
Mt

Dtu + u div v dx = α

∫
Mt

∆u dx . (1.7)

Observe that the evolution of Mt is given by the same family of diffeomorphism Φ(t, ·) as Ωt and thus v
in the above equation can be considered as in (1.2).

If (1.7) holds for each Mt ⊂ Ωt, we know that u satisfies

Dtu(t, x) + u(t, x) div v(t, x) = α∆u(t, x) t ∈ [0,T ], x ∈ Ωt . (1.8)

For each t ∈ [0,T ], (1.8) can be considered as a function equation in some function space that lies in
{ f : Ωt → R}. Later on we will specify this function space, however since ∆u and Dtu need to exist
in some sense it is obvious that we have to choose a function space which guarantees some kind of
differentiability.
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A PDE is only well-posed if we impose boundary conditions (BC). For simplicity we consider ho-
mogeneous Dirichlet BC, i.e. we claim that u suffices

u(t, x) = 0 x ∈ ∂Ωt . (1.9)

If u is not a point wise defined function, we understand the BC in the H1 trace operator sense. In the
case of homogeneous Dirichlet BC, this is more simple: We choose a function space that adheres to our
BC.

The problem we consider describes the evolution of a solution through time. A unique solution is
only possible if we choose an initial value for u

u(0, ·) = u0 (1.10)

for some u0 : Ω0 → R. In the later analysis of our problem we need to impose additional regularity
assumptions on u0.

Collecting (1.8), (1.9) and (1.10) we obtain our first PDE:
Dtu + u div v = α∆u in NT

u(t, x) = 0 x ∈ ∂Ωt, t ∈ [0,T ]
u(0, ·) = u0 in Ω0

(1.11)

Observe that (1.11) is similar to the diffusion equation with an advection-term in fixed domains: If
we choose Φ(t, ·) = Id the partial differential equation in (1.11) reduces to the well-known diffusion
equation

∂tu = α∆u .

Obviously, (1.11) is a generalization of the diffusion equation and the material derivative performs as
the time derivative on the fixed domain.

Later we want to apply the finite element method (FEM) to our problem, thus we need a variational
formulation of (1.11): Multiplying the partial differential equation in (1.11) with a smooth test function
ψ : NT → R, ψ(t, ·) ∈ C∞0 (Ωt) and integrating over Ωt, we get∫

Ωt

Dtuψ dx +

∫
Ωt

uψ div v dx = α

∫
Ωt

∆uψ dx .

Remark 1.5. Being aware of ambiguity of Dtuψ, we always indicate the differentiation of products by
square brackets, i.e.

Dtuψ B Dt
[
u
]
ψ .

The above integral equation has to be satisfied for all test functions ψ from some function space F,
which is yet to be specified. Using the divergence theorem, we find∫

Ωt

∆uψ dx =

∫
Ωt

div[∇u]ψ dx =

∫
∂Ωt

ψ∇u · dS −
∫

Ωt

∇u · ∇ψ dx

= −

∫
Ωt

∇u · ∇ψ dx

where the surface integral over ∂Ωt vanishes since ψ(t, x) = 0 for x ∈ ∂Ωt. Now we have our first
variational formulation:

∫
Ωt

Dtuψ dx +

∫
Ωt

uψ div v dx + α

∫
Ωt

∇u · ∇ψ dx = 0 ∀ψ ∈ F

u(t, x) = 0 x ∈ ∂Ωt

u(0, ·) = u0 in Ω0

(1.12)
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Consider this application of the Leibniz formula (1.6) for two functions u and ψ defined on NT

d
dt

∫
Ωt

uψ dx =

∫
Ωt

Dt
[
uψ

]
+ uψ div v dx =

∫
Ωt

Dtuψ + u Dtψ + uψ div v dx .

We use the above equation on (1.12) and get our second variational formulation:
d
dt

∫
Ωt

uψ dx + α

∫
Ωt

∇u · ∇ψ dx =

∫
Ωt

u Dtψ dx ∀ψ ∈ F

u(t, x) = 0 x ∈ ∂Ωt

u(0, ·) = u0 in Ω0

(1.13)

The three formulations (1.11), (1.12) and (1.13) are the starting point for further analysis and, at this
point, they can be understood as three different problems. In the following sections we consider (1.11)
as the main problem, whereas the variational formulations will be used to define weak solutions.

1.2 Analysis of the Diffusion Equation on Evolving Domains

We need a mathematical framework to handle the PDE (1.11) and the same will be presented in this
section. Moreover, to treat a problem numerically its well-posedness is crucial, therefore the main part
of this section will be considered with proving the existence of a unique solution.

1.2.1 Analytic Framework and Notation

In this thesis C and c always denote generic constants. Nevertheless, we want to emphasize, that we
watched to only merge constants into C and c that only depend on quantities that are a priori known to
be bounded.

Absolute Value and Vectors

First note, that - with one unimportant exception - we always use real and not complex quantities.
The absolute value of some x ∈ R is denoted by |x|, as well as the 2-norm for some vector q ∈ R2,

|q| B |q| =
√

q2
1 + q2

2. The scalar product of two vectors q1, q2 ∈ R
2 is denoted by q1 · q2.

Matrices A ∈ R2×2 are indicated by capital letters and the norm |A| is the from the 2-norm induced
matrix norm.

In later chapters, we will encounter vectors and matrices that result from semi-discretization. The
different character of those quantities will be indicated by a bold notation, e.g. y ∈ Rd.

Lebesgue and Sobolev Spaces

To use the tools of the standard PDE theory, we need Lebesgue and Sobolev spaces. We assume the
reader to be familiar with the basics of the Sobolev space theory and the notion of weak derivatives.

Let Ω ⊂ R2 be some bounded and open set. We denote the norm of a function f : Ω → R with
respect to some function space F as ‖ f ‖F , e.g. for F = L2(Ω)

‖ f ‖2L2(Ω) =

∫
Ω

f 2 dx

where we omit, now and in the following, the integration variable in the arguments of the integrands.
Let k ∈ N. The norm of a function f from the Hilbert space Hk(Ω) with weak derivatives

∂α f = ∂α1
x1
∂α2

x2
f
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is defined as

‖ f ‖2Hk(Ω) =

∫
Ω

∑
|α|≤k

∣∣∣∂α f
∣∣∣2 dx

where α = (α1, α2) denotes the typical multiindex and |α| B α1 + α2 its order. Moreover, we set

| f |2k,Ω =

∫
Ω

∑
|α|=k

∣∣∣∂α f
∣∣∣2 dx .

We will only use Sobolev spaces of order k ≤ 2. Note that H0(Ω) = L2(Ω).
It is inherent to our problem that the domain of our functions varies a lot. Hence the typical norm

abbreviations do not suffice. Instead we choose a combined notation, which indicates both the domain
of integration as well as the order of the Sobolev space:

‖ f ‖k,Ω B ‖ f ‖Hk(Ω) .

Given that Hk(Ω) is a Hilbert space for k ≥ 0, we denote the inner product accordingly by (·, ·)k,Ω.
Observe

‖ f ‖21,Ω = ‖ f ‖20,Ω + ‖∇ f ‖20,Ω

where ∇ denotes the gradient
∇ f (x) =

(
∂x1 f (x), ∂x2 f (x)

)
We consider ∇ f ∈ R1×2 as a row vector. The Jacobain matrix of a function g : R2 → R2 is denoted by
Jxg : R2 → R2×2.

At last, we need the function space H1
0(Ω). Assuming Ω to be a Lipschitz domain, H1

0(Ω) consists of
functions that suffice homogeneous Dirichlet BC on ∂Ω in a trace operator sense:

f = 0 on ∂Ω

if f ∈ H1
0(Ω). An introduction into Sobolev spaces and trace operators can be found in [5].

1.2.2 Weak Solution

Our analytical approach is strongly motivated by [3]. All results and proofs of this section are transferred
from the evolving-surface-case in [3, Section 4].

As already mentioned that we need the variational formulations of (1.11) to apply the FEM, hence
we introduce the notion of a weak solution.

Definition 1.6 (Weak Solution, [3, Definition 4.1]). Let NT =
⋃

t∈[0,T ]{t} ×Ωt and α > 0. Moreover, let

F B {ψ : Nt → R | ψ(t, ·) ∈ H1
0(Ωt), Dtψ(t, ·) ∈ L2(Ωt)} . (1.14)

A function u ∈ H1(NT ) with u(t, ·) ∈ H1
0(Ωt) is a weak solution of (1.11), if for every ψ ∈ F

d
dt

∫
Ωt

uψ dx + α

∫
Ωt

∇u · ∇ψ dx =

∫
Ωt

u Dtψ dx almost everywhere in [0,T ]. (1.15)

Observe, that the homogeneous Dirichlet BC for u are encoded in u(t, ·) ∈ H1
0(Ωt). Calling (1.15) a

weak solution of (1.11) is justified by the relation between (1.11) and (1.13), which was explained in
the previous section.
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Remark 1.7. Observe that our notion of a weak solution is differentiable almost everywhere with respect
to time. Having the existence of Dtψ, we know by the Leibniz formula (1.6)

d
dt

∫
Ωt

uψ dx =

∫
Ωt

Dtuψ + u Dtψ + uψ div v dx .

Thus a weak solution of (1.11) always fulfills for each ψ ∈ F both: (1.15) and∫
Ωt

Dtuψ dx +

∫
Ωt

uψ div v dx + α

∫
Ωt

∇u · ∇ψ dx = 0 almost everywhere in [0,T ]. (1.16)

We call the above characterization of the weak solution of (1.11) the second formulation.

We start with proving two basic energy equations for the weak solution.

Lemma 1.8 ( [3, Lemma 4.2] ). Let u be a weak solution of (1.11). Then

1
2

d
dt

∫
Ωt

u2 dx + α

∫
Ωt

|∇u|2 dx +
1
2

∫
Ωt

u2 div v dx = 0. (1.17)

Proof. We choose ψ = u in (1.15) and get

d
dt

∫
Ωt

u2 dx + α

∫
Ωt

|∇u|2 dx =

∫
Ωt

u Dtu dx

=
1
2

∫
Ωt

Dt[u2] dx

=
1
2

d
dt

∫
Ωt

u2 dx −
1
2

∫
Ωt

u2 div v dx .

�

Lemma 1.9 ([3, Lemma 4.3]). Let u be a weak solution of (1.11) for which the following quantities
exist. Then∫

Ωt

(
Dtu

)2 dx +
α

2
d
dt

∫
Ωt

|∇u|2 dx =
α

2

∫
Ωt

|∇u|2 div v dx − α
∫

Ωt

(
∇uJxv

)
· ∇u dx −

∫
Ωt

u Dtu div v dx

(1.18)

Proof. With Lemma A.1 from the appendix we get

d
dt

∫
Ωt

|∇u|2 dx =

∫
Ωt

Dt
[
|∇u|2

]
dx +

∫
Ωt

|∇u|2 div v dx

= 2
∫

Ωt

∇
[
Dtu

]
· ∇u dx +

∫
Ωt

|∇u|2 div v dx − 2
∫

Ωt

(
∇uJxv

)
· ∇u dx .

We choose ψ = Dtu in (1.16) and use the above formula

0 =

∫
Ωt

(
Dtu

)2 dx +

∫
Ωt

u Dtu div v dx + α

∫
Ωt

∇u · ∇ [Dtu] dx

=

∫
Ωt

(
Dtu

)2 dx +

∫
Ωt

u Dtu div v dx + α
(1
2

d
dt

∫
Ωt

|∇u|2 dx

+

∫
Ωt

(
∇uJxv

)
· ∇u dx −

1
2

∫
Ωt

|∇u|2 div v dx
)
.

�
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1.2.3 Well-Posedness

Theorem 1.10 (Well-posedness, [3, Theorem 4.4]). There exists a unique weak solution of (1.11) with
initial value u0 ∈ H1

0(Ω0) which satisfies the following energy estimates:

sup
t∈[0,T ]

‖u‖20,Ωt
+

∫ T

0
‖∇u‖20,Ωt

dt ≤ c ‖u0‖
2
0,Ω0

,∫ T

0
‖Dtu‖20,Ωt

dt + sup
t∈[0,T ]

‖∇u‖20,Ωt
≤ c ‖u0‖

2
1,Ω0

.

(1.19)

Since the proof of Theorem 1.10 is lengthy, we split it into partial results:

Lemma 1.11 (Uniqueness). If u is a weak solution of (1.11) with initial value u0 ∈ H1
0(Ω0), then u is

the unique weak solution of (1.11) with initial value u0.

Proof. The linearity of the problem assures that the difference of two weak solutions u,w with initial
value u0 ∈ H1

0(Ω0) is again a weak solution. We apply Lemma 1.8 to u − w and get

d
dt
‖u − w‖20,Ωt

+ 2α ‖∇(u − w)‖20,Ωt
+

∫
Ωt

(u − w)2 div v = 0.

Since the second summand is non-negative, this implies

d
dt
‖u − w‖20,Ωt

≤ −

∫
Ωt

(u − w)2 div v dx

≤

∣∣∣∣∣∣
∫

Ωt

(u − w)2 div v dx

∣∣∣∣∣∣ ≤ sup
t∈[0,T ]

∥∥∥div v
∥∥∥

L∞(Ωt)
‖u − w‖20,Ω(t) .

Since supt∈[0,T ]

∥∥∥div v
∥∥∥

L∞(Ωt)
≤ c by assumption, the Gronwall estimate from Proposition A.6 gives the

uniqueness:
sup

t∈[0,T ]
‖u(t, ·) − w(t, ·)‖0,Ωt ≤ ‖u0 − u0‖0,Ω0 ecT = 0.

�

We prove the existence of a weak solution as in (1.16) by showing existence for a sequence of cor-
responding finite dimensional problems. The boundedness of this sequence together with the reflexivity
of our Hilbert space H1(NT ) then yield the solution by the limit of a weakly convergent subsequence.

Lemma 1.12 (Construction of a Galerkin Solution). For each N ∈ N, there is a unique Galerkin solution
of (1.15). The Galerkin solutions are described in the proof below.

Proof. Let θ̂ j, j ∈ N denote the eigenfunctions of the Laplacian ∆ on H1
0(Ω0). We consider {θ̂ j} j∈N as an

orthonormal basis of H1
0(Ω0) and as a consequence {θ̂ j} j∈N is an orthogonal basis of L2(Ω0) (see e.g. [5,

Section 6.5, Theorem 1]). Set
θ j(t,Φ(t, ·)) = θ̂ j(·) on Ωt.

This then gives the countable subset {θ j(t, ·) | j ∈ N} ⊂ H1
0(Ωt) whose linear span is dense, since the

linear mapping H1
0(Ω0) → H1

0(Ωt), f 7→ f ◦ Φ−1(t, ·) is bijective and continuous. Moreover there exists
a constant c > 0 independent of t such that

∥∥∥ f ◦ Φ−1(t, ·)
∥∥∥

1,Ωt
≤ c ‖ f ‖1,Ω0

. Note that {θ j(t, ·) | j ∈ N} is
not an orthonormal basis of H1

0(Ωt). For all j ∈ N, we have

d
dt

[
θ j(t,Φ(t, y))

]
=

d
dt

[
θ̂ j(y)

]
= 0

and with (1.4)
Dtθ j = 0 .



10

Our ansatz for a Galerkin solution of (1.16) with respect to the finite dimensional subspace

XN(t) B span{θ1(t, ·), . . . , θN(t, ·)} ⊂ H1
0(Ωt)

is

uN(t, x) =

N∑
j=1

µ j(t)θ j(t, x)

with initial value µ j(0) = (u0, θ̂ j)1,Ω0 . Because of the vanishing material derivatives of the basis functions
θ j we have that

DtuN(t, ·) =

N∑
j=1

∂tµ j(t)θ j(t, ·)

is in the same finite dimensional space as uN(t, ·). We now proof the unique existence of a solution for
the following linear ordinary differential equation (ODE): Find uN(t, ·) ∈ XN(t) such that

d
dt

∫
Ωt

uN θ dx + α

∫
Ωt

∇uN · ∇θ dx =

∫
Ωt

uN Dtθ dx (1.20)

for all θ(t, ·) ∈ XN(t).
We will only state the arguments of the proof of existence for (1.20):

• (1.20) can be reduced rewritten as an ODE for µ : [0,T ] → RN , by omitting the arbitrary coeffi-
cients in the basis representation of θ.

• We then use the Picard-Lindelöf theorem [17, Analysis 2, Satz 4.10]: The Lipschitz continuity
with respect to the vector argument is given by the boundedness of the norm of the matrices. The
continuity with respect to time is assured by the continuous evolution of the domain Ωt.

Note, that when the dimension N of the system increases, the condition numbers of the appearing ma-
trices increases too. The unique existence of a solution of (1.20) is however not endangered by an
increased Lipschitz constant. �

Lemma 1.13 (Stability Estimates for the Galerkin Solution). Let uN be the Galerkin solution of (1.20).
Then uN satisfies following stability estimates independently of N:

sup
t∈[0,T ]

‖uN‖
2
0,Ωt

+

∫ T

0
‖∇uN‖

2
0,Ωt

dt ≤ c ‖u0‖
2
0,Ω0∫ T

0
‖DtuN‖

2
0,Ωt

dt + sup
t∈[0,T ]

‖∇uN‖
2
0,Ωt
≤ c ‖uN(0)‖21,Ω0

.

Proof. Now we prove the finite dimensional versions of the stability estimates (1.19):
The following equation can be obtain as in Lemma 1.8

1
2

d
dt

∫
Ωt

u2
N dx + α

∫
Ωt

|∇uN |
2 dx +

1
2

∫
Ωt

u2
N div v dx = 0 . (1.21)

This implies

d
dt
‖uN‖

2
0,Ωt
≤

∥∥∥div v
∥∥∥

L∞(Ωt)
‖uN‖

2
0,Ωt

.

By a Gronwall argument and supt∈[0,T ]

∥∥∥div v
∥∥∥

L∞(Ωt)
≤ c, we get

sup
t∈[0,T ]

‖uN(t)‖20,Ωt
≤ ‖uN(0)‖20,Ω0

ecT ≤ c ‖uN(0)‖20,Ω0
.
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We use the above result, supt∈[0,T ]

∥∥∥div v
∥∥∥

L∞(Ωt)
≤ c and (1.21) to find

α

∫ T

0

∫
Ωt

|∇uN |
2 dx dt =

1
2

(
‖uN(0)‖20,Ω0

− ‖uN(T )‖20,ΩT
−

∫ T

0

∫
Ωt

u2
N div v dx dt

)
≤

1
2

(
‖uN(0)‖20,Ω0

+

∫ T

0

∥∥∥div v
∥∥∥

L∞(Ωt)
‖uN‖

2
0,Ωt

dt
)

≤
1
2

(
‖uN(0)‖20,Ω0

+ c ‖uN(0)‖20,Ω0

∫ T

0

∥∥∥div v
∥∥∥

L∞(Ωt)
dt

)
≤ c

(
‖uN(0)‖20,Ω0

+ c ‖uN(0)‖20,Ω0

)
≤ c ‖uN(0)‖20,Ω0

.

Altogether we obtain

sup
t∈[0,T ]

∫
Ωt

u2
N dx +

∫ T

0

∫
Ωt

|∇uN |
2 dx dt ≤ c ‖uN(0)‖20,Ω0

(1.22)

which is the first estimate.
The second stability estimate follows analogously: Lemma 1.9 implies∫

Ωt

(DtuN)2 dx +
α

2
d
dt

∫
Ωt

|∇uN |
2 dx ≤ c

∫
Ωt

|∇uN |
2 dx + c

∫
Ωt

|uN | |DtuN | dx . (1.23)

as an easy computation shows. With Young’s inequality we get

c |uN | |DtuN | =

( c
21/2 |uN |

) (
21/2 |DtuN |

)
≤

c2

4
|uN |

2 + |DtuN |
2

and (1.23) implies

α

2
d
dt
‖∇uN‖

2
0,Ωt
≤ c ‖∇uN‖

2
0,Ωt

+ c ‖uN‖
2
0,Ωt

.

Another application of the Gronwall estimate from Proposition A.6 yields with (1.22)

‖∇uN‖
2
0,Ωt
≤ ecT ‖∇uN(0)‖20,Ω0

+ c
∫ T

0
‖uN‖

2
0,Ωt

dt

≤ c ‖∇uN(0)‖20,Ω0
+ c ‖uN(0)‖20,Ω0

and thus

sup
t∈[0,T ]

‖∇uN‖
2
0,Ωt
≤ c ‖uN(0)‖21,Ω0

. (1.24)

Again with (1.23) and Young’s inequality, we get∫ T

0
‖DtuN‖

2
0,Ωt

dt +
α

2

(
‖∇uN(T )‖20,ΩT

− ‖∇uN(0)‖20,Ω0

)
≤ c

∫ T

0
‖∇uN‖

2
0,Ωt

dt + c
∫ T

0
‖uN‖

2
0,Ωt

dt +
1
2

∫ T

0
‖DtuN‖

2
0,Ωt

dt

and thus with (1.24) and (1.22)∫ T

0
‖DtuN‖

2
0,Ωt

dt ≤ c ‖∇uN(0)‖20,Ω0
+ c

∫ T

0
‖∇uN‖

2
0,Ωt

dt + c
∫ T

0
‖uN‖

2
0,Ωt

dt

≤ c ‖∇uN(0)‖20,Ω0
+ cT ‖uN(0)‖21,Ω0

+ cT ‖uN(0)‖20,Ω0

≤ c ‖uN(0)‖21,Ω0
.

Combining the above estimate with (1.24) gives the second estimate. �
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Lemma 1.14 (Boundedness of the Galerkin Sequence). The sequence of Galerkin solutions (uN)N∈N is
bounded in H1(NT ).

Proof. With ∂tuN = DtuN − ∇uN · v (cf. Definition 1.2) and supt∈[0,T ]

∥∥∥v
∥∥∥

L∞(Ωt)
≤ c we obtain∫ T

0
‖∂tuN‖

2
0,Ωt

dt ≤
∫ T

0
‖DtuN‖

2
0,Ωt

+ c
∫ T

0
‖∇uN‖

2
0,Ωt

.

And from stability estimates of the last Lemma we know∫ T

0
‖DtuN‖

2
0,Ωt

dt ,
∫ T

0
‖uN‖

2
0,Ωt

dt ,
∫ T

0
‖∇uN‖

2
0,Ωt
≤ c ‖uN(0)‖21,Ω0

.

Altogether:

‖uN‖
2
H1(NT ) =

∫ T

0
‖∂tuN‖

2
0,Ωt

+ ‖uN‖
2
0,Ωt

+ ‖∇uN‖
2
0,Ωt

dt

≤ c
∫ T

0
‖DtuN‖

2
0,Ωt

+ ‖∇uN‖
2
0,Ωt

+ ‖uN‖
2
0,Ωt

dt

≤ c ‖uN(0)‖21,Ω0
.

Recalling that uN(t, x) =
∑N

j=1(u0, θ̂ j)1,Ω0 θ̂ j(x) and that {θ̂ j} j∈N is an orthonormal basis of H1
0(Ω0), we get

with Parseval’s equality

‖uN(0)‖21,Ω0
=

N∑
j=1

∣∣∣(u0, θ̂ j)1,Ω0

∣∣∣ ≤ ∞∑
j=1

∣∣∣(u0, θ̂ j)1,Ω0

∣∣∣ = ‖u0‖
2
1,Ω0

.

This gives the claim. �

Proof of Theorem 1.10. The reflexivity of the Hilbert space H1(NT ) and the boundedness of (uN)N∈N

yield the existence of a weakly convergent subsequence which we again call (uN)N∈N:

uN ⇀ u for N → ∞ in H1(NT ). (1.25)

We still have to prove that the weak limit u is a weak solution of (1.11): For i ∈ N and t0 ∈ [0,T ] let

f t0
i : H1(NT )→ R, w 7→

∫ t0

0

∫
Ωt

Dtw θi + w θi div v + α∇w · ∇θi dx dt

with θi(t, ·) ∈ XN(t) being the ith basis function. By the continuity of H1
0(Ω0) → H1

0(Ωt), f 7→ f ◦

Φ−1(t, ·), we have
∫ T

0 ‖θi‖
2
1,Ωt

dt < ∞ and therefore we get the continuity of the linear functional f t0
i :∫ t0

0

∫
Ωt

Dtw θi + w θi div v + α∇w · ∇θi dx dt

≤

∫ t0

0
‖Dtw‖0,Ωt ‖θi‖0,Ωt + c ‖w‖0,Ωt ‖θi‖0,Ωt + c ‖∇w‖0,Ωt ‖∇θi‖0,Ωt dt

≤ c
(∫ T

0
‖θi‖

2
0,Ωt

dt
) 1

2
(∫ T

0
‖Dtw‖20,Ωt

+ ‖w‖20,Ωt
dt

) 1
2

+ c
(∫ T

0
‖∇θi‖

2
0,Ωt

dt
) 1

2
(∫ T

0
‖∇w‖20,Ωt

dt
) 1

2

≤ c
(∫ T

0
‖θi‖

2
1,Ωt

dt
) 1

2

‖w‖H1(NT ) ,
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where we used the Hölder inequality to estimate
∫ t0

0 . . . dt. Since uN is a solution of (1.20) we have
f t0
i (uN) = 0 for each i ≤ N, t0 ∈ [0,T ] and due to the weak convergence

f t0
i (u) = lim

N→∞
f t0
i (uN) = 0 ∀i ∈ N, t0 ∈ [0,T ] .

Therefore, we know that for every i ∈ N and almost every t ∈ [0,T ]∫
Ωt

Dtu θi + u θi div v + α∇u · ∇θi dx = 0 . (1.26)

Observe that the null set ηi ⊂ [0,T ] on which (1.26) is not satisfied, depends on the index i. Therefore
the following holds only for t <

⋃
i∈N ηi, which is, as a countable union of null sets, again a null set.

Now let ψ ∈ F be a test function in (1.16) and t ∈ [0,T ] be fixed. Since span{θi(t, ·) | i ∈ N} is dense
in H1

0(Ωt) there is a sequence (η j) j∈N ⊂ span{θi(t, ·) | i ∈ N} such that

η j → ψ(t, ·) for j→ ∞ in H1
0(Ωt).

With the continuity of

H1
0(Ωt)→ R, η 7→

∫
Ωt

Dtu η + u η div v + α∇u · ∇η dx

and (1.26), we obtain ∫
Ωt

Dtuψ + uψ div v + α∇u · ∇ψ dx = 0 .

for almost every t ∈ [0,T ]. Hence u is a weak solution of (1.11) with an initial value satisfying

(u(0, ·), θ̂i)1,Ω0 = (u0, θ̂i)1,Ω0 , i ∈ N .

Since {θ̂i}i∈N forms an orthonormal basis of H1
0(Ω0), we get u(0, ·) = u0.

The stability estimates (1.19) for the weak solution u can be derived analogously as for uN . �

For our later error analysis we need more regularity of the solution. The following assumption corre-
sponds to [3, Theorem 4.5]:

Assumption 1.15. Let u be the solution of (1.16), i.e. the weak solution of (1.11). We assume u(t, ·) ∈
H2(Ωt) and ∫ T

0
‖u(t, ·)‖22,Ωt

dt ≤ c ‖u0‖
2
1,Ω0

.

The above assumption is often satisfied, e.g. if the boundary ∂Ωt stays smooth for all t ∈ [0,T ]: If u
is a solution of (1.16), then u(t, ·) solves the elliptic PDEs

α

∫
Ωt

∇u · ∇ψ dx = −

∫
Ωt

(
Dtu + u div v

)
ψ dx

for each t ∈ [0,T ]. Note that for every fixed t the test function ψ is also a test function in H1
0(Ωt). From

[5, Theorem 6.4.3] we then have

‖u(t, ·)‖2,Ωt ≤ c
(
‖Dtu(t, ·)‖0,Ωt + ‖u(t, ·)‖0,Ωt

)
t ∈ [0,T ] .

The stability estimates from the above Theorem then imply the assumption.
Nevertheless we state the H2-regularity as an assumption, since we are interested in problems on

Lipschitz domains, where an analogous result can not be found as easily.
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Chapter 2

A Non-autonomous Initial Value Problem

We need a theory to handle abstract evolution problems, since the numerical time integrator that will
be developed in Chapter 4 builds on that theory. The basis of that theory are C0 semigroups, which are
used to solve the Banach space valued differential equations.

Definition 2.1 (C0 semigroup). Let T : [0,∞) → L(X) be a mapping. We call T a strongly continuous
(C0) semigroup, if

1. T (0) = Id and for t, s ∈ [0,∞), we have T (t + s) = T (t)T (s).

2. T is strongly continuous on X, i.e. limt↓0 T (t)x = x for all x ∈ X.

Let A is the infinitesimal generator (see e.g. [15]) of the C0 semigroup T . Then

u(t) = T (t)u0 (2.1)

is the unique solution of the abstract differential equation

d
dt

u(t) = Au(t), t ∈ [0,T ] .

with initial value u(0) = u0. Although we need several results from the semigroup theory, we do not
give any introduction or go into detail. All results we use without proof can be found in the appendix.
Remark 2.2. We assume that the reader is familiar with the basic tools from functional analysis.
Throughout this chapter, let (X, ‖·‖) be a Banach space. The norm of a linear operator T : X → X
is then given by

‖T‖ = ‖T‖X←X = sup
x∈X, x,0

‖T x‖
‖x‖

.

We denote the space of all linear and bounded operators with L(X)

L(X) B {T : X → X | T is linear and bounded} .

2.1 Introduction to Evolution Systems

Let X be a Banach space. For every t ∈ [0,T ] let A(t) : X ⊃ D(A(t)) → X be a linear operator. We will
study the homogeneous initial value problem d

dt u(t) = A(t)u(t) for s < t ≤ T
u(s) = u0 .

(2.2)

The initial value problem (2.2) is called an evolution problem or non-autonomous Cauchy problem.
We search for solutions of (2.2) of the following type:

Definition 2.3. A function u : [s,T ] → X is a classical solution of (2.2) if u is continuous on [s,T ],
u(t) ∈ D(A(t)) for s < t ≤ T, u is continuously differentiable on s < t ≤ T .

15
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2.1.1 The Bounded Operator Case

In order to obtain some feeling of the behavior of the solutions of (2.2) we recollect the basic results of
the simpler case where

• A(t) is a bounded linear operator on X

• t 7→ A(t) is continuous in the operator norm

without proof. The results we state can be found in [15, Section 5.1].
Under the above assumptions (2.2) has a unique solution for every u0 ∈ X. This can be shown by

using the Banach contraction principle. We then define a solution operator by

U(t, s)u0 = u(t) for 0 ≤ s ≤ t ≤ T

where u is the solution of (2.2). The two parameter character of the solution operator is plausible because
the effect of A(t) depends on time. Thus propagating the solution from s to t depends not only on the
difference t − s but both the starting time s and the stopping time t. The most important properties of
U(t, s) are

• ‖U(t, s)‖ ≤ exp
(∫ t

s ‖A(τ)‖ dτ
)

• (t, s) 7→ U(t, s) is continuous in the operator norm

• ∂tU(t, s) = A(t)U(t, s)

• ∂sU(t, s) = −U(t, s)A(s).

for 0 ≤ s ≤ t ≤ T .
The two parameter family of operators U(t, s) replaces the one parameter semigroup of the au-

tonomous case. This motivates the following definition

Definition 2.4 (Evolution System, [15, Definition 5.5.3]). A two parameter family of bounded linear
operators U(t, s), 0 ≤ s ≤ t ≤ T, on X is called an evolution system if the following holds

1. U(s, s) = Id and U(t, r)U(r, s) = U(t, s)

2. (t, s) 7→ U(t, s) is strongly continuous

for 0 ≤ s ≤ r ≤ t ≤ T.

Remark 2.5. Like in the autonomous case we do not expect the solution operator to be uniformly con-
tinuous. This holds only true if the operator A(t) is bounded, which is too restrictive for our purposes.
We assume A(t) to be closed operators, which results in the strong continuity of the propagator U(t, s),
as we will see below.

2.2 An Evolution System for the Parabolic Initial Value Problem

In this section we construct a solution for a non-autonomous evolution problem as (2.2). There is no
unified theory ([16]), but one complete proof is given in [15, Section 5.6]. Our proof is merely a more
detailed and adapted version of [15, Section 5.6], since we only need some results as a theoretical
foundation in later chapters of this thesis.

We study the homogeneous initial value problem d
dt u(t) + A(t)u(t) = 0 0 ≤ s < t ≤ T
u(s) = x .

(2.3)
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In the parabolic case it is customary to write A(t)u(t) on the left-hand side of the equation, due to the
use of fractional powers of A(t). Though we will not use fractional powers, we keep this notation for
convention and easier comparison.

Let us start with a formal computation which will motivate our approach to solve (2.3). Suppose that
for each t ∈ [0,T ], −A(t) is the infinitesimal generator of a C0 semigroup S t(s), s ≥ 0 on the Banach
space X. We seek an evolution system U(t, s) for (2.3) and make the ansatz

U(t, s) B S s(t − s) + W(t, s) = S s(t − s) +

∫ t

s
S τ(t − τ) R(τ, s) dτ , (2.4)

which describes the evolution system U(t, s) as the sum of the initial propagator S s and the collected
and weighted propagators S τ, s ≤ τ ≤ t.

Remark 2.6. Differentiation of an integral with respect to a variable appearing in the limit and integrand
is done by:

d
dt

∫ t

s
f (t, τ) dτ = f (t, t) +

∫ t

s
∂t f (t, τ) dτ .

With the above remark, we can (formally) differentiate (2.4) and get

∂tU(t, s) = −A(s)S s(t − s) + R(t, s) −
∫ t

s
A(τ) S τ(t − τ) R(τ, s) dτ

where we used S t(0) = Id. With

R1(t, s) B
(
A(s) − A(t)

)
S s(t − s) (2.5)

we then get

∂tU(t, s) + A(t)U(t, s) = R(t, s) −
(
A(s) − A(t)

)
S s(t − s)

−

∫ t

s
A(τ) S τ(t − τ) R(τ, s) dτ +

∫ t

s
A(t)S τ(t − τ) R(τ, s) dτ

= R(t, s) − R1(t, s) −
∫ t

s
R1(t, τ) R(τ, s) dτ . (2.6)

Since U(t, s) is an evolution system for (2.3), the above equation implies

R(t, s) = R1(t, s) +

∫ t

s
R1(t, τ) R(τ, s) dτ . (2.7)

R1(t, s) is given by (2.5), hence we try to solve the integral equation (2.7) for R(t, s) and insert it into
the characterization (2.4) to obtain U(t, s). This will be our method of constructing the evolution system
U(t, s) below.

We need the following assumptions to carry this approach through:

Assumption 2.7. We require three different assumptions to be satisfied:

(A1) The domain D(A(t)) = D of A(t), 0 ≤ t ≤ T is dense in X and independent of t.

(A2) For t ∈ [0,T ], the resolvent R(λ, A(t)) = (λ − A(t))−1 exists for all λ with Re λ ≤ 0 and there is a
constant M such that

‖R(λ, A(t))‖ ≤
M
|λ| + 1

for Re λ ≤ 0, t ∈ [0,T ]. (2.8)

(A3) There exists a constant L > 0 such that∥∥∥(A(t) − A(s))A(τ)−1
∥∥∥ ≤ L |t − s| for s, t, τ ∈ [0,T ]. (2.9)



18

The main result of this chapter is:

Theorem 2.8 ([15, Theorem 5.6.1]). Under the assumptions (A1)-(A3) there is a unique evolution system
U(t, s) on 0 ≤ s ≤ t ≤ T, satisfying:

(E1) ‖U(t, s)‖ ≤ C for 0 ≤ s ≤ t ≤ T.

(E2) For 0 ≤ s < t ≤ T, U(t, s) : X → D and t → U(t, s) is strongly differentiable in X. The derivative
∂tU(t, s) ∈ L(X) and it is strongly continuous on 0 ≤ s < t ≤ T. Moreover, for 0 ≤ s < t ≤ T

∂tU(t, s) + A(t)U(t, s) = 0 (2.10)

‖∂tU(t, s)‖ = ‖A(t)U(t, s)‖ ≤
C

t − s
(2.11)

and ∥∥∥A(t)U(t, s)A(s)−1
∥∥∥ ≤ C for 0 ≤ s ≤ t ≤ T. (2.12)

(E3) For every v ∈ D and t ∈ (0,T ], U(t, s)v is differentiable with respect to s on 0 ≤ s ≤ t ≤ T and

∂sU(t, s)v = U(t, s)A(s)v . (2.13)

The rest of this section deals with the proof of Theorem 2.8. It will be split into three parts: First, we
will construct the evolution system U(t, s) by solving the integral equation (2.7). In the second part, we
will prove the properties stated in (E2) and in the third part will deal with the uniqueness of the solution
as well as U(t, s) = U(t, r)U(r, s).

The assumptions (A1)-(A3) imply some direct consequences, which will be frequently used: Since
(A2) holds and D is dense in X, we know with Theorem A.4 that for each t ∈ [0,T ], the operator −A(t)
is the infinitesimal generator of an analytic semigroup S t(s), s ≥ 0, satisfying

‖S t(s)‖ ≤ C for s ≥ 0 (2.14)

‖A(t)S t(s)‖ ≤
C
s

for s > 0. (2.15)

independently of t. Furthermore, (A2) gives the existence of an angle θ ∈ (0, π2 ) such that

ρ(A(t)) = Σθ = {λ |
∣∣∣arg λ

∣∣∣ ≥ θ} ∪ 0 . (2.16)

It can be shown (as in Section 4.2.2) that (2.8) holds for all λ ∈ Σθ, possibly with a different constant M.
Before we begin with the actual proof, we state some more consequences of our assumptions:

Lemma 2.9 ([15, Lemma 5.6.2]). Let (A1)-(A3) be satisfied, then

1. For s ∈ (0,T ] and t1, t2 ∈ [0,T ]∥∥∥(A(t1) − A(t2)
)
S τ(s)

∥∥∥ ≤ C
s
|t1 − t2| . (2.17)

2. For s1, s2 ∈ (0,T ] and t, τ ∈ [0,T ]∥∥∥A(t)
(
S τ(s2) − S τ(s1)

)∥∥∥ ≤ C
s1s2

|s2 − s1| . (2.18)

3. For s ∈ (0,T ] and t, τ1, τ2 ∈ [0,T ]∥∥∥A(t)
(
S τ1(s) − S τ2(s)

)∥∥∥ ≤ C
s
|τ1 − τ2| . (2.19)
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Moreover, A(t)S τ(s) ∈ L(X) for s ∈ (0,T ], τ, t ∈ [0,T ] and the L(X) valued function A(t)S τ(s) is
uniformly continuous in the uniform operator topology for s ∈ [ε,T ], t, τ ∈ [0,T ] for every ε > 0.

Proof. 1. From (2.9) and (2.15) we have∥∥∥(A(t1) − A(t2)
)
S τ(s)

∥∥∥ ≤ ∥∥∥(A(t1) − A(t2)
)
A(τ)−1

∥∥∥ ‖A(τ)S τ(s)‖

≤
C
s
|t1 − t2| ,

which proves (2.17).

2. Without loss of generality let 0 < s1 ≤ s2 and x ∈ X. We use Theorem A.2 to get

A(τ)S τ(s2)x − A(τ)S τ(s1)x = −

∫ s2

s1

A(τ)2S τ(σ)x dσ

= −

∫ s2

s1

(
A(τ)S τ

(
σ

2

))2
x dσ

and therefore by (2.15)

‖A(τ)S τ(s2)x − A(τ)S τ(s1)x‖ ≤ C ‖x‖
∫ s2

s1

1
σ2 dσ

= C ‖x‖
(

1
s1
−

1
s2

)
≤ ‖x‖

C
s2s1

|s2 − s1| .

The closed graph theorem [19, Theorem 1.6] implies the boundedness of A(t)A(τ)−1 for t, τ ∈
[0,T ]. With the Lipschitz continuity (2.9) of [0,T ]→ L(X), t 7→ A(t)A(τ)−1 uniform in τ, we get∥∥∥A(t)A(τ)−1

∥∥∥ ≤ C independently of t, τ ∈ [0,T ] and hence∥∥∥A(t)
(
S τ(s2) − S τ(s1)

)∥∥∥ ≤ ∥∥∥A(t)A(τ)−1
∥∥∥ ‖A(τ)S τ(s2)x − A(τ)S τ(s1)‖

≤
C

s1s2
|s2 − s1|

which gives (2.18).

3. Note that from (A2) and the resolvent identity

AR(λ, A) = Id−λR(λ, A)

it follows that

‖A(t)R(λ, A(t))‖ = ‖Id−λR(λ, A(t))‖ ≤ 1 + |λ|
M
|λ| + 1

≤ C

for 0 ≤ t ≤ T . Also recall the following resolvent identity for two operators A, B

R(λ, A) − R(λ, B) = R(λ, A)
(
A − B

)
R(λ, B) .

Hence∥∥∥A(t)
(
R(λ, A(τ1)) − R(λ, A(τ2))

)∥∥∥ =
∥∥∥A(t)R(λ, A(τ1))

(
A(τ1) − A(τ2)

)
R(λ, A(τ2))

∥∥∥
≤

∥∥∥A(t)A(τ1)−1
∥∥∥ ‖A(τ1)R(λ, A(τ1))‖

·
∥∥∥(A(τ1) − A(τ2)

)
A(τ2)−1

∥∥∥ ‖A(τ2)R(λ, A(τ2))‖

≤ C |τ1 − τ2| . (2.20)
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where we used (2.9) and applied the closed graph theorem to bound
∥∥∥A(t)A(τ1)−1

∥∥∥. From Theo-
rem A.3 we get the following representation

A(t)S τ1 x − A(t)S τ1 x =
1

2πi

∫
Γ

e−λsA(t)
(
R(λ, A(τ1)) − R(λ, A(τ2))

)
x dλ (2.21)

with Γ being a smooth path in Σθ from∞e−iθ to∞eiθ. We apply (2.20) to (2.21) and find∥∥∥A(t)S τ1(s)x − A(t)S τ2(s)x
∥∥∥ ≤ C |τ1 − τ2| ‖x‖

∫
Γ

∣∣∣e−λs
∣∣∣ dλ

≤
C
s
|τ1 − τ2| ‖x‖ .

Since S τ(s) : X → D is bounded for s > 0 (Theorem A.4 3.) and A(t) : D→ X a closed operator,

A(t)S τ(s) : X → X

is again a closed operator. The closed graph theorem then gives A(t)S τ(s) ∈ L(X) for t, τ ∈ [0,T ],
s ∈ (0,T ]. Finally we use

A(t)S τ(s) = A(t)S t(s) + A(t)
(
S τ(s) − S t(s)

)
,

the triangle inequality and (2.19) to show the uniform continuity of A(t)S τ(s) with respect to L(X) for
t, τ ∈ [0,T ], s ∈ [ε,T ]. �

Corollary 2.10 ([15, Cor 5.6.3]). The operator R1(t, s) =
(
A(s) − A(t)

)
S s(t − s) is uniformly continuous

with respect to L(X) on 0 ≤ s ≤ t − ε ≤ T for every ε > 0 and

‖R1(t, s)‖ ≤ C (2.22)

for 0 ≤ s < t ≤ T.

Proof. The first part of the claim is a direct consequence of

R1(t, s) = A(s)S s(t − s) − A(t)S s(t − s) ,

and the uniform continuity of A(t)S τ(s) in L(X) for t − s ≥ ε > 0.
The estimate (2.22) follows with (2.9) and (2.15):

‖R1(t, s)‖ ≤
∥∥∥(A(t) − A(s)

)
A(s)−1

∥∥∥ ‖A(s)S s(t − s)‖

≤ C |t − s| |t − s|−1 .

�

2.2.1 Construction

We begin by solving the integral equation (2.7) for R(t, s). For m ≥ 1, define the following recursion

Rm+1(t, s) =

∫ t

s
R1(t, s)Rm(t, s) dτ . (2.23)

which will be used to construct R(t, s).

Lemma 2.11. Let C be the constant from (2.22) and m! denote the factorial of m. For 0 ≤ s < t ≤ T,

‖Rm(t, s)‖ ≤
Cm

(m − 1)!
(t − s)m−1 , (2.24)

and ∥∥∥∥∥∥∥
∞∑

m=1

Rm(t, s)

∥∥∥∥∥∥∥ ≤ CeC(t−s) . (2.25)
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Proof. We prove the first claim by induction: (2.22) proves the relation for m = 1. Now suppose (2.24)
holds for one m, then

‖Rm+1(t, s)‖ ≤
∫ t

s
‖R1(t, τ)‖ ‖Rm(τ, t)‖ dτ ≤

Cm+1

(m − 1)!

∫ t

s
(τ − s)m−1 dτ

=
Cm+1

(m − 1)!

∫ t−s

0
τm−1 dτ

=
Cm+1

(m − 1)!
1
m

(t − s)m

which gives (2.24).
Secondly, ∥∥∥∥∥∥∥

∞∑
m=1

Rm(t, s)

∥∥∥∥∥∥∥ ≤
∞∑

m=1

‖Rm(t, s)‖ ≤
∞∑

m=1

Cm

(m − 1)!
(t − s)m−1

= C
∞∑

m=1

(
C(t − s)

)m−1

(m − 1)!

= C
∞∑

m=0

(
C(t − s)

)m

m!

= CeC(t−s)

where we used the power series representation of the exponential function. �

Remark 2.12. Note that the integral defining Rm+1(t, s) is an improper integral whose existence is an
immediate consequence of (2.24).

By construction, we have

∞∑
m=1

Rm(t, s) = R1(t, s) +

∞∑
m=1

∫ t

s
R1(t, τ)Rm(τ, s) dτ

= R1(t, s) +

∫ t

s
R1(t, τ)

∞∑
m=1

Rm(τ, s) dτ (2.26)

where we used (2.24), (2.25) and [17, Analysis 3, Korrolar 3.13] to interchange the summation and the
integral. Thus, we see that

R(t, s) =

∞∑
m=1

Rm(t, s)

is the solution of the integral equation (2.7). (2.25) implies that the series
∑∞

m=1 Rm(t, s) converges
uniformly in L(X) for 0 ≤ s ≤ t ≤ T . Thus R(t, s) is uniformly continuous in L(X).

Recall that we defined U(t, s) by (2.4). The strong continuity of U(t, s) for 0 ≤ s ≤ t ≤ T then follows
readily from the strong continuity of S τ(s), (2.14) and (2.25). Moreover, with (2.25)

‖U(t, s)‖ ≤ ‖S s(t − s)‖ +

∫ t

s
‖S τ(t − τ)‖ ‖R(τ, s)‖ dτ

≤ C1 + C2

∫ t

s
eC(τ−s) dτ

≤ C . (2.27)

Therefore (E1) is satisfied.
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2.2.2 Differentiability

Again we start with some preliminaries:

Lemma 2.13 ([15, Lemma 5.6.4]). For every β, 0 < β ≤ 1, there is a constant Cβ such that

‖R1(t, s) − R1(τ, s)‖ ≤ Cβ(t − τ)β(τ − s)−β (2.28)

for every 0 ≤ s < τ < t ≤ T.

Proof. We have

R1(t, s) − R1(τ, s) =
(
A(s) − A(t)

)
S s(t − s) −

(
A(s) − A(τ)

)
S s(τ − s)

=
(
A(τ) − A(t)

)
S s(t − s) +

(
A(s) − A(τ)

)(
S s(t − s) − S s(τ − s)

)
.

Estimating the first term with (2.17), we obtain∥∥∥(A(τ) − A(t)
)
S s(t − s)

∥∥∥ ≤ C(t − τ)(t − s)−1

≤ C(t − τ)(τ − s)−1 .

The second term can be bounded with (2.9) and (2.18)∥∥∥(A(s) − A(τ)
)(

S s(t − s) − S s(τ − s)
)∥∥∥ ≤ ∥∥∥(A(s) − A(τ)

)
A(s)−1

∥∥∥ ∥∥∥A(s)
(
S s(t − s) − S s(τ − s)

)∥∥∥
≤ L(τ − s)

C
(t − s)(τ − s)

|t − s − (τ − s)|

≤ C(t − s)−1(t − τ)

≤ C(t − τ)(τ − s)−1 .

Thus
‖R1(t, s) − R1(τ, s)‖ ≤ C1 (t − τ)(τ − s)−1 .

On the other hand we have by (2.22)

‖R1(t, s) − R1(τ, s)‖ ≤ C2

Interpolating the two estimates with

x ≤ a, x ≤ b =⇒ x = xβx1−β ≤ aβb1−β

we find

‖R1(t, s) − R1(τ, s)‖ ≤ Cβ
1

[
(t − τ)(τ − s)−1

]β
C1−β

2

≤ Cβ(t − τ)β(τ − s)−β .

�

Corollary 2.14 ([15, Cor 5.6.5]). For every β, 0 < β < 1, there is a constant Cβ such that

‖R(t, s) − R(τ, s)‖ ≤ Cβ(t − τ)β(τ − s)−β (2.29)

for 0 ≤ s < τ < t ≤ T.

Proof. We know from the integral equation (2.7) that

R(t, s) − R(τ, s) = R1(t, s) − R1(τ, s) +

∫ t

τ
R1(t, σ)R(σ, s) dσ +

∫ τ

s

(
R1(t, σ) − R1(τ, σ)

)
R(σ, s) dσ .

Each of the different terms then satisfies the same bound:
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• With (2.28)
‖R1(t, s) − R1(τ, s)‖ ≤ Cβ(t − τ)β(t − s)−β .

• Applying (2.25) and (2.22) to the second term yields∥∥∥∥∥∥
∫ t

τ
R1(t, σ)R(σ, s) dσ

∥∥∥∥∥∥ ≤
∫ t

τ
C dτ

≤ C(t − τ)

≤ Cβ(t − τ)β(τ − s)−β ,

where the last inequality follows from the lower boundedness of (t − τ)β(τ − s)−β on (s, t).

• Again with (2.28) and (2.22), we get∥∥∥∥∥∫ τ

s

(
R1(t, σ) − R1(τ, σ)

)
R(σ, s) dσ

∥∥∥∥∥ ≤ C(t − τ)β
∫ τ

s
(τ − σ)−β dσ

= C(t − τ)β
∫ τ−s

0
σ−β dσ

= C(t − τ)β
1

1 − β
(τ − s)1−β

≤ Cβ(t − τ)β(τ − s)−β

�

Lemma 2.15 ([15, Lemma 5.6.6]). For every x ∈ X we have

lim
ε→0

S t(ε)x = x (2.30)

uniformly in 0 ≤ t ≤ T.

Proof. For v ∈ D we have with Theorem A.2

v − S t(ε)v =

∫ ε

0
A(t)S t(σ)v dσ

=

∫ ε

0
S t(σ)A(t)v dσ .

Using
∥∥∥A(t)A(0)−1

∥∥∥ ≤ C, which can be seen with (A3), we get

‖v − S t(ε)v‖ ≤
∫ ε

0
‖S t(σ)‖

∥∥∥A(t)A(0)−1
∥∥∥ ‖A(0)v‖ dσ

≤ εC ‖A(0)v‖ .

Thus (2.30) holds for every v ∈ D. Since D is dense in X and ‖S t(s)‖ ≤ C for s, t ∈ [0,T ] the
result for every x ∈ X follows by [18, Cor 3.5] which is an application of the principle of uniform
boundedness. �

We want to prove the differentiability of the evolution system

U(t, s) = S s(t − s) + W(t, s) = S s(t − s) +

∫ t

s
S τ(t − τ) R(τ, s) dτ .

Since S s(t − s) is differentiable for t > s with

∂tS s(t − s) = −A(s)S s(t − s)
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being a bounded linear operator, continuous in L(X), it suffices to show the differentiability of W(t, s).
To this end we set

Wε(t, s) B
∫ t−ε

s
S τ(t − τ)R(τ, s) dτ (2.31)

for 0 < ε < t − s. By the continuity of the integral, we have Wε(t, s) → W(t, s) as ε → 0. We are going
to prove the differentiability of Wε(t, s) and then construct the derivative of W(t, s) as the limit of the
former as ε→ 0.

Wε(t, s) is differentiable in t and with an application of the differentiation rule mentioned in Remark
2.6

∂tWε(t, s) = S t−ε(ε)R(t − ε, s) −
∫ t−ε

s
A(τ)S τ(t − τ)R(τ, s) dτ . (2.32)

Since A(t)S t(t − τ) = ∂τS t(t − τ) we have∫ t−ε

s
A(t)S t(t − τ)R(t, s) dτ =

∫ t−ε

s
∂τS t(t − τ)R(t, s) dτ =

(
S t(ε) − S t(t − s)

)
R(t, s)

and thus

∂tWε(t, s) = S t−ε(ε)R(t − ε, s) −
∫ t−ε

s
A(τ)S τ(t − τ)R(τ, s) dτ

+

∫ t−ε

s
A(t)S t(t − τ)R(t, s) dτ +

(
S t(t − s) − S t(ε)

)
R(t, s)

= S t−ε(ε)R(t − ε, s) +

∫ t−ε

s

(
A(t)S t(t − τ) − A(τ)S τ(t − τ)

)
R(τ, s) dτ

+

∫ t−ε

s
A(t)S t(t − τ)

(
R(t, s) − R(τ, s)

)
dτ +

(
S t(t − s) − S t(ε)

)
R(t, s) . (2.33)

Now we are able to derive a bound for ‖∂tWε(t, s)‖:

• From (2.14) and (2.22) we can bound the first and the last term on the right-hand side of (2.33):

‖S t−ε(ε)R(t − ε, s)‖ +
∥∥∥(S t(t − s) − S t(ε)

)
R(t, s)

∥∥∥ ≤ C .

• If we use (2.17) and (2.19), we get

‖A(t)S t(t − τ) − A(τ)S τ(t − τ)‖ ≤
∥∥∥(A(t) − A(τ)

)
S t(t − τ)

∥∥∥ +
∥∥∥A(τ)

(
S t(t − τ) − S τ(t − τ)

)∥∥∥
≤

C
t − τ

|t − τ| +
C

t − τ
|t − τ|

≤ C

and therefore with (2.25)∥∥∥∥∥∥
∫ t−ε

s

(
A(t)S t(t − τ) − A(τ)S τ(t − τ)

)
R(τ, s) dτ

∥∥∥∥∥∥ ≤ C
∫ t−ε

s
eC(τ−s) dτ

≤ C .

• Finally, from (2.15) and choosing a 0 < β < 1 in (2.29) we have∥∥∥∥∥∥
∫ t−ε

s
A(t)S t(t − τ)

(
R(t, s) − R(τ, s)

)
dτ

∥∥∥∥∥∥ ≤ C
∫ t−ε

s
(t − τ)β−1(τ − s)−β dτ

The integral on the right-hand side is bounded since −1 < β − 1 < 0 and −1 < −β < 0 give the
integrability of (t − τ)β−1(τ − s)−β over [s, t].
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By combining these estimates we get
‖∂tWε(t, s)‖ ≤ C (2.34)

where C > 0 is independent of ε. If we pass to the limit on the right-hand side of (2.33) we see with
Lemma 2.15 that ∂tWε(t, s) converges strongly as ε→ 0. Denoting this limit by W′(t, s), we get

W′(t, s) = S t(t − s)R(t, s) +

∫ t

s

(
A(t)S t(t − τ) − A(τ)S τ(t − τ)

)
R(τ, s) dτ

+

∫ t

s
A(t)S t(t − τ)

(
R(t, s) − R(τ, s)

)
dτ . (2.35)

The uniform continuity of R(t, s) and the strong continuity of A(t)S t(s) (cf. (2.15)) then give the strong
continuity of W′(t, s) for 0 ≤ s < t ≤ T . Moreover, given the uniform bound (2.34), we get∥∥∥W′(t, s)

∥∥∥ ≤ C (2.36)

and with

Wε(t2, s) −Wε(t1, s) =

∫ t2

t1
∂τWε(τ, s) dτ

as we pass to the limit for ε→ 0

W(t2, s) −W(t1, s) =

∫ t2

t1
W′(τ, s) dτ

where t2 > t1 > s + ε. Thus W(t, s) is strongly continuously differentiable with respect to t for 0 ≤ s <
t ≤ T and the above equation gives

∂tW(t, s) = W′(t, s) .

Now, since we have shown the strongly continuous differentiability of W(t, s), it follows readily that

∂tU(t, s) = −A(s)S s(t − s) + ∂tW(t, s)

is strongly continuous and by (2.15) and (2.36), we obtain

‖∂tU(t, s)‖ ≤
C

t − s
.

We set
Uε(t, s) B S s(t − s) + Wε(t, s) .

Since
S s(t − s) : X → D, t − s > 0 ,

and S τ(t − τ)R(τ, s) : X → D is strongly continuous for τ ∈ [s, t − ε] with respect to the graph norm of
A(r) for some r ∈ [0,T ] (this can be checked by using the results from Lemma 2.9) implies

Wε(t, s)x =

∫ t−ε

s
S τ(t − τ)R(τ, s)x dτ ∈ D ,

it follows that Uε(t, s) : X → D. Moreover by (2.31) and (2.32)

∂tUε(t, s) + A(t)Uε(t, s) = S t−ε(ε)R(t − ε, s) − R1(t, s) −
∫ t−ε

s
R1(t, τ)R(τ, s) dτ . (2.37)

As ε → 0, the right-hand side of (2.37) tends strongly to zero. Using ∂tWε(t, s) → ∂tW(t, s) strongly,
we see ∂tUε(t, s) → ∂tU(t, s) strongly. Thus it follows from (2.37) that A(t)Uε(t, s) converges strongly
as ε→ 0. Since Uε(t, s)x→ U(t, s)x for x ∈ X, the closedness of A(t) implies

U(t, s)x ∈ D
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and
A(t)Uε(t, s)x→ A(t)U(t, s)x .

As we pass to the strong limit in (2.37), we obtain

∂tU(t, s) + A(t)U(t, s) = 0

for t > s. Hence we have proven (2.10) and (2.11) from Theorem 2.8.
We turn now to the proof of (2.12). Let x ∈ X and consider the function g(s) = S t(t−s)U(s, τ)A(τ)−1x

for 0 ≤ τ < s < t ≤ T . Since (2.10) was proven above and S t(t − s) is differentiable in s, the derivative
of g exists and

g′(s) = S t(t − s)
(
A(t) − A(s)

)
U(s, τ)A(τ)−1x .

Now we integrate g′ from τ to t

U(t, τ)A(τ)−1x − S t(τ − s)A(τ)−1x =

∫ t

τ
S t(t − s)

(
A(t) − A(s)

)
U(s, τ)A(τ)−1x ds

and apply A(t) to find

Z(t, τ) = A(t)S t(t − τ)A(τ)−1x +

∫ t

τ
Y(t, s)Z(s, τ)x ds (2.38)

where
Y(t, s) B A(t)S t(t − s)

(
A(t) − A(s)

)
A(s)−1

and
Z(t, τ) B A(t)U(t, τ)A(τ)−1 .

We can estimate the first term on the right-hand side of (2.38) by using (2.9) and (2.14)∥∥∥A(t)S t(t − τ)A(τ)−1
∥∥∥ =

∥∥∥S t(t − τ)A(t)A(τ)−1
∥∥∥

≤ ‖S t(t − τ)‖
∥∥∥A(t)A(τ)−1

∥∥∥
≤ C1

and Y(t, s) by (2.9) and (2.15),

‖Y(t, s)‖ ≤ ‖A(t)S t(t − s)‖
∥∥∥(A(t) − A(s)

)
A(s)−1

∥∥∥
≤

C
t − s

L(t − s)

≤ C2 .

Applying these to (2.38) we find

‖Z(t, τ), x‖ ≤ C1 ‖x‖ + C2

∫ t

τ
‖Z(s, τ)x‖ ds .

The Gronwall estimate from Proposition A.5 then implies

‖Z(t, τ), x‖ ≤ eC2tC1 ‖x‖

whence
‖Z(t, τ)‖ ≤

∥∥∥A(t)U(t, τ)A(τ)−1
∥∥∥ ≤ C .

This completes the proof of (E2).
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2.2.3 Uniqueness

The main part of this section is considered with proving (E3), since the uniqueness of the evolution
system U(t, s) will be an immediate consequence of (E1), (E2) and (E3).

Lemma 2.16. Let A(t)v be continuously differentiable on [0,T ] for every v ∈ D. Then the evolution
system U(t, s), as constructed above, satisfies (E3).

Proof. First observe that ∂tA(t)A(0)−1 is uniformly bounded on [0,T ]: For a fixed t0 ∈ [0,T ], we
approximate ∂tA(t0)A(0)−1 by a sequence of difference quotients Dn(t0) that are bounded by the closed
graph theorem. Since Dn(t0)x converges for arbitrary x ∈ X, Banach-Steinhaus ([18, Corollary 3.5])
gives supn∈N ‖Dn(t0)‖ ≤ C(t0) implying∥∥∥∂tA(t0)A(0)−1x

∥∥∥ ≤ sup
n∈N
‖Dn(t0)x‖ ≤ C(t0) ‖x‖ .

Now fix x ∈ X. The continuity of [0,T ] → R, t 7→
∥∥∥∂tA(t)A(0)−1x

∥∥∥ on the compact set [0,T ] gives
an upper bound

∥∥∥∂tA(t)A(0)−1x
∥∥∥ ≤ Cx. Applying the principle of uniform boundedness, we find the

uniform boundedness of ∂tA(t)A(0)−1.
Moreover, with the resolvent identity for two operators A, B

R(λ, A) − R(λ, B) = R(λ, A)
(
A − B

)
R(λ, B) ,

we have for every λ ∈ Σθ, that R(λ, A(s)) is differentiable with respect to s and

∂sR(λ, A(s)) = R(λ, A(s))∂sA(s)R(λ, A(s)) . (2.39)

The uniform boundedness of ∂sA(s)R(λ, A(s)) follows as at the beginning of this proof and with (A2)
and (2.39) we deduce that

‖∂sR(λ, A(s))‖ ≤ ‖R(λ, A(s))‖ ‖∂sA(s)R(λ, A(s))‖ ≤
c
|λ| + 1

(2.40)

for λ ∈ Σθ. The assumptions (A1) and (A2) give with Theorem A.3 the representation

S s(t − s) =
1

2πi

∫
Γ

e−λ(t−s)R(λ, A(s)) dλ

with Γ being a smooth path in Σθ that connects∞e−iθ to∞eiθ. If t− s > 0, our supplementary assumption
then implies the strong differentiability of S s(t − s) in s and

∂sS s(t − s) =
1

2πi

∫
Γ

λe−λ(t−s)R(λ, A(s)) dλ +
1

2πi

∫
Γ

e−λ(t−s)∂sR(λ, A(s)) dλ

= −∂tS s(t − s) +
1

2πi

∫
Γ

e−λ(t−s)∂sR(λ, A(s)) dλ .

Now we prove (E3): First we construct an operator valued function (t, s) 7→ V(t, s) satisfying∂sV(t, s)v = V(t, s)A(s)v for 0 ≤ s ≤ t ≤ T , v ∈ D
V(t, t) = Id

(2.41)

and then we prove it coincides with U(t, s).
The construction of V(t, s) is done the same way we constructed U(t, s) above. Set

Q1(t, s) B (∂t + ∂s)S s(t − s) =
1

2πi

∫
Γ

e−λ(t−s)∂sR(λ, A(s)) dλ ,
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where the second equality follows from the above considerations. Using (2.40), we are able to estimate
Q1(t, s)

‖Q1(t, s)‖ =

∥∥∥∥∥ 1
2πi

∫
Γ

e−λ(t−s)∂sR(λ, A(s)) dλ
∥∥∥∥∥ ≤ C ,

in the typical way (cf. the proof of [15, Theorem 1.7.7]). We continue with solving the integral equation

Q(t, s) = Q1(t, s) +

∫ t

s
Q(t, τ)Q1(τ, s) dτ . (2.42)

by successive approximation, as it was done to obtain R(t, s). Again, we find that the solution of (2.42)
satisfies

‖Q(t, s)‖ ≤ C .

We set

V(t, s) = S s(t − s) +

∫ t

s
Q(t, τ)S s(τ − s) dτ

and find that ‖V(t, s)‖ ≤ C, since ‖S s(t − s)‖ ≤ C and ‖Q(t, s)‖ ≤ C. Moreover, for v ∈ D, V(t, s)v is
differentiable in s and with

• Q1(t, s) = (∂t + ∂s)S s(t − s) = ∂sS s(t − s) − A(s)S s(t − s)

• By using the above relation:

∂s

∫ t

s
Q(t, τ)S s(τ − s) dτ = −∂s

∫ s

t
Q(t, τ)S s(τ − s) dτ

= Q(t, s)S s(0) −
∫ s

t
Q(t, τ)∂sS s(τ − s) dτ

= Q(t, s) +

∫ t

s
Q(t, τ)Q1(τ, s) dτ +

∫ t

s
Q(t, τ)A(s)S s(τ − s) dτ

• For v ∈ D, we have A(s)S s(τ − s)v = S s(τ − s)A(s)v

we find

∂sV(t, s)v

= Q1(t, s)v + A(s)S s(t − s)v + Q(t, s)v +

∫ t

s
Q(t, τ)Q1(τ, s)v dτ +

∫ t

s
Q(t, τ)A(s)S s(τ − s)v dτ

= Q1(t, s)v + Q(t, s)v +

∫ t

s
Q(t, τ)Q1(τ, s)v dτ + V(t, s)A(s)v

= V(t, s)A(s)v ,

where the last equality follows from (2.42). Thus V(t, s) is a solution of (2.41), since V(t, t) = Id is given
by definition.

Now let x ∈ X and s < r < t. Then the function r 7→ V(t, r)U(r, s)x is differentiable in r and

∂rV(t, r)U(r, s)x = V(t, r)A(r)U(r, s)x − V(t, r)A(r)U(r, s)x = 0 .

Thence V(t, r)U(r, s)x is independent of r for s < r < t. Considering the limits r ↓ s and r ↑ t, then
gives V(t, s)x = U(t, s)x for every x ∈ X. Therefore U(t, s) = V(t, s) satisfies

∂sU(t, s)v = U(t, s)A(s)v (2.43)

for v ∈ D as desired. �
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Now we need to transfer the above result to our case, where A(t)v is only Lipschitz continuous instead
of differentiable for v ∈ D. Since we want to use Lemma 2.16, our approach is clear: We approximate
A(t) by a sequence of operators An(t) for which An(t)An(0)−1 is continuously differentiable. Afterward
the corresponding evolution system Un(t, s), which satisfies (E3) by construction, will be proven to
approximate U(t, s). By transferring (E3) through this approximation process we obtain the result.

Let ρ(t) ≥ 0 be a continuously differentiable real-valued function on R satisfying ρ(t) = 0 for |t| ≥ 1
and

∫ ∞
−∞

ρ(t) dt = 1. Using ρ as a prototype, we define a sequence of functions ρn by

ρn(t) = nρ(nt), n ∈ N .

We use the these functions as mollifiers: Extend A(t) to all of R by defining A(t) = A(0) for t < 0 and
A(t) = A(T ) for t < T . For v ∈ D we set

An(t)v =

∫ ∞

−∞

ρn(t − σ)A(σ)v dσ =

∫ ∞

−∞

ρn(t)A(t − σ)v dσ .

The first characterization shows that An(t)v thus defined is continuously differentiable on [0,T ]. We
continue by showing that An(t) satisfy the conditions (A1) - (A3).

• The domain D(An(t)) = D by definition, thus (A1) is fulfilled.

• Observe that
∫ ∞
−∞

ρn(t) dt = 1 for all n ∈ N and supp(ρn) ⊂ [−1/n, 1/n]. Now let λ ∈ Σθ, then

x −
(
λ − An(t)

)
R(λ, A(t))x =

(
λ − A(t)

)
R(λ, A(t))x −

(
λ − An(t)

)
R(λ, A(t))x

= −
(
A(t) − An(t)

)
R(λ, A(t))x

=

∫ ∞

−∞

ρn(t − τ)
(
A(τ) − An(t)

)
R(λ, A(t))x dτ .

For |t − τ| ≤ 1/n, we have by (2.8) and (2.9)∥∥∥(A(t) − A(τ)
)
R(λ, A(t))

∥∥∥ ≤ ∥∥∥(A(t) − A(τ)
)
A(0)−1

∥∥∥ ‖A(0)R(λ, A(t))‖ ≤ Cn−1 .

Inserting this result in the above equation gives∥∥∥x −
(
λ − An(t)

)
R(λ, A(t))x

∥∥∥ ≤ Cn−1 ‖x‖ (2.44)

and in particular, by choosing λ = 0,∥∥∥(A(t) − An(t)
)
A(t)−1

∥∥∥ ≤ Cn−1 . (2.45)

Let v ∈ D. Choosing x =
(
λ − A(t)

)
v in (2.44) and applying the reverse triangle inequality, we get

±
∥∥∥(λ − A(t)

)
v
∥∥∥ ∓ ∥∥∥(λ − An(t)

)
v
∥∥∥ ≤ ∥∥∥(λ − A(t)

)
v −

(
λ − An(t)

)
v
∥∥∥ ≤ Cn−1

∥∥∥(λ − A(t)
)
v
∥∥∥

which implies

(1 −Cn−1) ‖(λ − A(t))v‖ ≤ ‖(λ − An(t))v‖ ≤ (1 + Cn−1) ‖(λ − A(t))v‖ . (2.46)

Given n sufficiently large so that Cn−1 < 1 and λ ∈ Σθ, we see with (2.46) that the graph norms of
λ − A(t) and λ − An(t) are equivalent. With λ − A(t) being closed, [19, Lemma 1.5] this implies
that λ − An(t) is also closed. Using range(λI − An(t)) = X, (2.46) implies

‖(λ − A(t))R(λ, An(t))x‖ ≤ c ‖x‖

and thus, by commutation of the operators,

‖R(λ, An(t))x‖ ≤ c ‖R(λ, A(t))x‖ ≤
C
|λ| + 1

.

Hence (A2) is satisfied.
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• Again, we choose n sufficiently large so that Cn−1 < 1. Then by (2.45)∥∥∥Id−An(t)A(t)−1
∥∥∥ ≤ 1

and thus a Neumann series representation yields

A(t)An(t)−1 =
(
Id−(Id−An(t)A(t)−1)

)−1
=

∞∑
k=0

[
Id−An(t)A(t)−1

]k
.

and ∥∥∥A(t)An(t)−1
∥∥∥ ≤ C .

From the definition of An(t) and (2.9) it follows that

∥∥∥(An(t) − An(s)
)
A(τ)−1v

∥∥∥ ≤ ∫ ∞

−∞

ρn(σ)
∥∥∥(A(t − σ) − A(s − σ)

)
A(τ)−1v

∥∥∥ dσ

≤ C |t − s| ‖v‖

and thus ∥∥∥(An(t) − An(s)
)
An(τ)−1v

∥∥∥ ≤ ∥∥∥(An(t) − An(s)
)
A(τ)−1

∥∥∥ ∥∥∥A(τ)An(τ)−1
∥∥∥

≤ C |t − s| .

Hence (A3) is also satisfied by An(t).

Considering the first part of the proof, with An(t) satisfying (A1) - (A3), there is an operator valued
function (t, s) 7→ Un(t, s) satisfying ‖Un(t, s)‖ ≤ C. Observe that this bound holds independent of n,
since the deduction (2.27) only uses relations that we have proven above to hold independently of n.
Moreover, we know

∂tUn(t, s) = −An(t)Un(t, s)

for 0 ≤ s < t ≤ T . Since An(t)v is continuously differentiable in t for v ∈ D by construction, we get by
Lemma 2.16

∂tUn(t, s) = Un(t, s)An(s)v . (2.47)

(2.47) and the already shown properties of U(t, s) assure the differentiability of the function r 7→
Un(t, r)U(r, s)v for every v ∈ D and

U(t, s)v − Un(t, s) =

∫ t

s
∂r

[
Un(t, r)U(r, s)v

]
dr

=

∫ t

s
Un(t, r)

(
An(r) − A(r)

)
U(r, s)v dr

=

∫ t

s
Un(t, r)

(
An(r) − A(r)

)
A(r)−1A(r)U(r, s)A(s)−1A(s)v dr . (2.48)

We now apply (2.45) and (2.12) to estimate (2.48) and obtain

‖U(t, s)v − Un(t, s)v‖ ≤
∫ t

s
‖Un(t, r)‖

∥∥∥(An(r) − A(r)
)
A(r)−1

∥∥∥ ∥∥∥A(r)U(r, s)A(s)−1
∥∥∥ ‖A(s)v‖ dr

≤ Cn−1(t − s) ‖A(s)v‖

≤ Cn−1 ‖A(0)v‖ .
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Thus Un(t, s)v converges uniformly in t, s to U(t, s)v. Using the density of D in X we can apply [18,
Corollary 3.5] and get the uniform convergence Un(t, s)x → U(t, s)x in t and s for every x ∈ X. For
v ∈ D, we obtain from

‖Un(t, s)An(s)v − U(t, s)A(s)v‖ ≤
∥∥∥Un(t, s)

(
An(s) − A(s)

)
A(0)−1A(0)v

∥∥∥ +
∥∥∥(Un(t, s) − U(t, s)

)
A(s)v

∥∥∥
≤ ‖Un(t, s)‖

∥∥∥(An(s) − A(s)
)
A(0)−1

∥∥∥ ‖A(0)v‖

+
∥∥∥(Un(t, s) − U(t, s)

)
A(s)v

∥∥∥
≤ Cn−1 ‖A(0)v‖ +

∥∥∥(Un(t, s) − U(t, s)
)
A(s)v

∥∥∥
that Un(t, s)An(t, s)v→ U(t, s)A(s)v uniformly in t and s. Now let r < s < t and v ∈ D. It is clear that

Un(t, s)v − Un(t, r)v =

∫ s

r
∂σUn(t, σ)v dσ =

∫ t

s
Un(t, σ)An(σ)v dσ

and as we take the limit n→ ∞ the uniform convergence gives

U(t, s)v − U(t, r)v =

∫ s

r
U(t, σ)A(σ)v dσ .

Thus (2.43) holds in general.
At this point, we need to show the uniqueness of U(t, s) and U(t, r)U(r, s) = U(t, s) for 0 ≤ s ≤ r ≤

t ≤ T , to complete the proof of Theorem 2.8. These are consequences of the next Theorem:

Theorem 2.17 ([15, Theorem 6.8]). Let A(t), 0 ≤ t ≤ T satisfy the conditions (A1)-(A3). For every
0 ≤ s < T and x ∈ X the initial value problem d

dt u(t) + A(t)u(t) = 0 0 ≤ s < t ≤ T
u(s) = x

(2.49)

has a unique solution u given by u(t) = U(t, s)x where U(t, s) is the evolution system constructed above.

Proof. (2.10) implies that u(t) = U(t, s)x is a solution of the above problem. Now let v(t) be a second
solution. Given that v(r) ∈ D for every r > s, we know the function r 7→ U(t, r)v(r) to be differentiable
and

∂rU(t, r)v(r) = U(t, r)A(r)v(r) − U(t, r)A(r)v(r) = 0 .

Thus U(t, r)v(r) is constant for s < r < t. Its continuity on s ≤ r ≤ t allows to consider the limits r → t
and r → s and we get U(t, s)x = v(t). This was the claim. �

The uniqueness shown in the above Theorem, then yields

U(t, s)x = U(t, r)U(r, s)x

for x ∈ X and 0 ≤ s ≤ t ≤ T . Thus we have shown that U(t, s) satisfies (E1) - (E3) and the proof of
Theorem 2.8 is closed. �

2.3 A Remark on Evolution Problems based on PDEs on Evolving do-
mains

Since we want to apply the theory, we developed in this chapter, to partial differential equations, this
seems worth some notes. Recall the PDE (1.11):

Dtu + u div v = α∆u in NT

u(t, x) = 0 x ∈ ∂Ωt

u(0, ·) = u0 in Ω0
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Normally the standard semigroup and evolution problem theory, deals with PDEs by understanding the
problem as the description of a trajectory of the solution u in some function space X. I.e. u : [0,T ]→ X
for some Banach space X and  d

dt u(t) = A(t)u(t) 0 ≤ s < t ≤ T
u(s) = x .

In our case, it is not that easy: We require the solution u of (1.11) to satisfy

u(t, ·) ∈ H1
0(Ωt) ⊂ L2(Ωt), t ∈ [0,T ].

In fact we want the solution for each t ∈ [0,T ] to lie in a different function space. Since function spaces
are the substructure on which the theory is build, a direct formulation of (1.11) as an evolution problem
in a fixed function space is not possible. There are different approaches to tackle this problem and these
are two of them:

1. One can use theories that allow the domains D(A(t)) to vary in time (e.g. [16] or [15, Section 5.2
- 5.5]). Nevertheless, as far as we know, they require each domain to be a subspace of the same
Banach space, i.e. D(A(t)) ⊂ X for t ∈ [0,T ]. To avoid this problem, one can choose a function
space of functions with a domain R2 or

⋃
t∈[0,T ] Ωt and then choose D(A(t)) such that

f ∈ D(A(t)) =⇒ f
∣∣∣
Ωt
∈ H1

0(Ωt) ,

as it is done in [2]. The downside of this approach, is the additional complexity of the problem
and a probably more difficult numerical analysis.

2. Assume the evolution of the domain Ωt is determined by a family of well-behaved functions Φ(t, ·)

Ωt = Φ(t,Ω0) ,

then a change of variables is an option: Let

w(t, y) B u(t,Φ(t, y)), y ∈ Ω0 .

w is then a function defined on a fixed domain [0,T ]×Ω0. We then try to find a problem which is
solved by w and fits into the evolution problem framework of this chapter. Hopefully, we are then
able to obtain the solution u of our initial problem by a retransformation.

The rest of this section is dedicated to the change of variables approach. Observe that we just want to
state some basic considerations and we do not want to give a rigorous analysis.

2.3.1 A Change of Variables

Let NT B
⋃

t∈[0,T ]{t} ×Ωt be a time-space domain. We consider the problemDtu(t, x) = A(t)u(t, x) ∀(t, x) ∈ NT

u(0, x) = u0(x) ∀x ∈ Ω0
(2.50)

Observe the first difference to a Cauchy problem is that a material derivative replaces the time derivative.
We search a function u such that the material derivative Dtu exists and u(t, ·) ∈ D(A(t)). We assume A(t)
to act similar for each t ∈ [0,T ] and thus consider the following case:

• Let X(Ωt) be a Banach space of functions: For f ∈ X(Ωt), we have f : Ωt → R and f has some
properties that specify functions being in X(Ωt). The standard example would be X(Ωt) B L2(Ωt).
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• Let V(Ωt) be a function space such that V(Ωt) ⊂ X(Ωt). We want V(Ωt) to be the domain of A(t):

D(A(t)) = V(Ωt) .

Since normally A(t) is some kind of differential operator a simple example is V(Ωt) B H1
0(Ωt)

with X(Ωt) = L2(Ωt).

Now we turn to the transformation of variables: We consider the transformed function

w(t, y) B u(t,Φ(t, y))

and we seek for a problem such that∂tw(t, y) = Ã(t)w(t, y) ∀(t, y) ∈ [0,T ] ×Ω0

w(0.y) = u0(y) ∀y ∈ Ω0

is equivalent to (2.50). In this case, if we are able to solve the transformed problem for w, we get the
solution u by a simple retransformation.

We start by changing the variables in (2.50), which gives the equivalent problemDtu(t,Φ(t, y)) =
(
A(t)u(t, ·)

)
(Φ(t, y)) ∀(t, y) ∈ [0,T ] ×Ω0

u(0, x) = u0(x) ∀x ∈ Ω0

The equivalence holds since Φ(t, ·) is bijective for each t ∈ [0,T ].
The left-hand side can be transformed as follows: As we have seen before, the material derivative

corresponds to the time derivative on constant domains. Thus the transformation of the left-hand side of
(2.50) is easy and can be done by (1.4)

Dtu(t,Φ(t, y)) =
d
dt

[
u(t,Φ(t, y))

]
=

d
dt

[w(t, y)] .

The rigth-hand side requires more considerations: Assume we have A(t) : X(Ωt) ⊃ V(Ωt) → X(Ωt).
Ideally we find a linear operator Ã(t) : X(Ω0) ⊃ V(Ω0) → X(Ω0) which acts on w the same way as A(t)
acts on u.

Assumption 2.18. Let Tt : X(Ωt) → X(Ω0) with (Tt f )(y) B f (Φ(t, y)) be an isomorphism (linear,
bounded and with a bounded inverse) for all t ∈ [0,T ]. Moreover, we assume

TtV(Ωt) = V(Ω0), t ∈ [0,T ]. (2.51)

Observe that we already have
w(t, ·) B Ttu(t, ·)

and by (1.4)

TtDtu(t, ·) =
d
dt

[
Ttu(t, ·)

]
= ∂tw(t, ·) .

Remark 2.19. The properties of Tt depend essentially on the properties of the transformations Φ(t, ·).
Obviously a higher order Sobolev space requires a family of smoother mappings Φ(t, ·) to guarantee
(2.51).

With Tt at hand we can now completely transform (2.50):

Dtu(t) = A(t)u(t)⇐⇒ Dtu(t, ·) = A(t)u(t, ·)

⇐⇒ TtDtu(t, ·) = TtA(t)u(t, ·)

⇐⇒
d
dt

[
Ttu(t, ·)

]
= TtA(t)T −1

t Ttu(t, ·)

⇐⇒
d
dt

w(t, ·) = TtA(t)T −1
t w(t, ·)

⇐⇒
d
dt

w(t) = Ã(t)w(t) ,
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where
Ã(t) B TtA(t)T −1

t . (2.52)

Since TtV(Ωt) = V(Ω0) we have Ã(t) : X(Ω0) ⊃ V(Ω0)→ X(Ω0) and the transformed problem is found:∂tw(t, y) = TtA(t)T −1
t w(t, y) ∀(t, y) ∈ [0,T ] ×Ω0

w(0.y) = u0(y) ∀y ∈ Ω0

Remark 2.20. If the time dependence of A(t) is only due to the changing domains of the functions,
Ã(t) = TtA(t)T −1

t is a time dependent operator. Thus we exchanged the time dependence of the domain
against a time dependent operator. Since for the latter case there exists a useful theory, this seems fair.
E.g. if we consider A(t) = ∆ : H1

0(Ωt) → L2(Ωt) the operator Ã(t) is a second order elliptic operator
with time dependent coefficients that depend on Φ(t, ·), Φ−1(t, ·) and their derivatives.

2.3.2 Conclusion

We saw that it is basically possible to transform a PDE on an evolving domain such that it can be
understood as an evolution problem in a fixed Banach space X. Of course the lack of details in the
above considerations interdicts to state any consequences, nevertheless it seems realistic to expect - for
reasonable operators A(t) - that Ã(t) are in fact generating an evolution system.

Moreover, if we apply a numerical time integrator

wn+1 = T (tn, τ)wn, tn+1 = τ + tn

to the transformed problem, satisfying

‖w(tn+1) − wn+1‖ ≤ Cτp

we can expect - under additional assumptions on Tt - that the approximation

un+1 = T −1
tn+1

wn+1 ≈ u(tn+1)

satisfies
‖u(tn+1) − un+1‖ =

∥∥∥T −1
tn+1

(
w(tn+1) − wn+1

)∥∥∥ ≤ C̃τp .

Finally, we can deduce from (2.52) that relations, as the Lipschitz continuity in (A3), are satisfied if
the transformations Tt and the mappings Φ(t, ·) satisfy corresponding conditions.



Chapter 3

Spatial Discretization of the Diffusion
Equation on Evolving Domains

With the full discretization of (1.11) being our final objective, we follow the general idea of the method
of lines: find a way to discretize the appearing function spaces and then approximate the resulting ODE
with a numerical time integrator of your choice. Since we actually want to test a time integrator we seek
a semi-discretization that is easy to use and easy to implement. Again inspired by the method in [3], our
approach is the approximation of the evolving domain by a somehow discrete domain.

3.1 A Finite Element Approximation

3.1.1 Triangulation Basics

We recollect some basic definitions and properties of triangulations of domains:

Definition 3.1. Let Ω ⊂ R2 be some open, bounded domain. A triangulation or a mesh of Ω is a partition
T = {Ke | e = 1, . . . , E} into a finite number of triangles K, with the following properties

1. Ω =
⋃

K∈T K

2. Each K is closed, with a nonempty interior K̊.

3. For distinct i , j, K̊i ∩ K̊ j = ∅.

For each Ke ∈ T we call ae
1, a

e
2, a

e
3 ∈ Ω with Ke = conv{ae

1, a
e
2, a

e
3} the nodes of Ke. We denote the entity

of all nodes
⋃

e∈E{ae
1, a

e
2, a

e
3} by the set {a1, . . . , aN}, N ∈ N. Thus for each K ∈ T there exist indices

1 ≤ m, n, p ≤ N such that
K = conv{an, am, ap} .

For an arbitrary K ∈ T, we denote

hK = diam(K) = max
x,y∈K

|x − y| (diameter of circumscribed circle)

ρK = diameter of the largest sphere S K inscribed on K .

The quantity hK describes the size of K while the ratio hK
ρK

is an indication whether the triangle is flat.

The diameters hK and the ratio hK
ρK

are the most important parameter of of a triangulation T . A
triangulation T sufficing

h ≥ max
K∈T

hK

is indicated by a subscript h, i.e. T = Th. h is often called the mesh parameter. The smaller h, the finer
the mesh. Hence we expect convergence of the semi discrete solution for h→ 0.

The following definition deals with a sequence of triangulations Th = (Th).

35
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Figure 3.1: A symbolic sketch of a hat functions ϕi over a triangulation.

Definition 3.2. A family of triangulations Th = (Th) is said to be regular if

1. the mesh parameter h→ 0

2. there exists a constant σ such that hK
ρK
≤ σ for all K ∈ Th and Th ∈ Th.

We use triangulations of domains to construct discrete function spaces. The discretization of the
function space is directly connected to some local discretization of the domain.

Definition 3.3. Let Th be a triangulation of Ω. We call

Ŝ h = { f ∈ C0(Ω) | f is linear affine on each K ∈ Th}

the corresponding linear finite element space. A function f ∈ S h is said to be piecewise linear.

Let ϕi ∈ Ŝ h such that
ϕi(a j) = δi, j , 1 ≤ i, j ≤ N .

Figure 3.1 shows a sketch of the so called hat function ϕi. It is easy to show that the ϕi are uniquely
given and form a basis

Ŝ h = span{ϕ1, . . . , ϕN} .

Given this basis of Ŝ h, the piecewise linear interpolation of a function η : Ω → R at the nodes ai,
1 ≤ i ≤ N of a triangulation is very easy to compute:

η(x) ≈
N∑

i=1

η(ai)ϕi(x) .

Remark 3.4. A representation in barycentric coordinates of x ∈ K = conv{am, an, ap}

x = λmam + λman + λpap

yields
ϕi(x) = λi, i = m, n, p

with λm + λn + λp = 1.

3.1.2 The Discrete Evolving Domain

We turn again to our problem (1.11) on the evolving domain Ωt. A triangulation of Ωt for each t ∈ [0,T ]
is computationally very expensive, thus we try to transform the initial triangulation of Ω0 such that it
triangulates Ωt as good as possible:

Definition 3.5. (Discrete Evolving Domain) Let Th be a triangulation of Ω0.
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Figure 3.2: This picture shows how the Φ(t, ·) and its interpolation Φh(t, ·) map the triangle K.

1. Let span{ϕ̂1, . . . , ϕ̂N} ⊂ H1(Ω0) be the linear finite element space over Th such that ϕ̂i(a j) = δi j.
We define the family of mappings

Φh(t, y) B
N∑

i=1

Φ(t, ai)ϕ̂i(y) for t ∈ [0,T ] and y ∈ Ω0. (3.1)

These mappings define a new, discrete evolving domain:

2. Let
Ωh

t B Φh(t,Ω0)

denote the discrete evolving domain.

3. Let K ∈ Th with K = conv{am, am, ap} and

ai(t) B Φ(t, ai) ∈ Ωt , 1 ≤ i ≤ N .

We define the corresponding evolving triangle

K(t) B conv
{
am(t), an(t), ap(t)

}
.

and make it part of the evolving triangulation Th(t) = {K(t) | K ∈ Th}.

Remark 3.6. The above definition implies:

• The piecewise linear map Φh(t, ·) is invertible for each t ∈ [0,T ].

• For all t ∈ [0,T ], Th(t) is a triangulation of Ωh
t and

Ωh
t = int

⋃
Th(t)

K(t)

 ,
where int denotes the interior of a set.

• The evolving triangle K(t) = conv
{
am(t), an(t), ap(t)

}
can also be found by

K(t) == Φh(t,K(0)) .

The difference between K(t) and Φ(t,K(0)) is presented in Figure 3.2.

The discrete evolving domain Ωh
t is determined by the evolution of the nodes ai of the initial trian-

gulation Th = Th(0). Nonetheless we need Φh(t, ·) as we want to model material flows in the evolving
domain. The family Φh(t, ·) can be understood as the piecewise linear interpolation of Φ(t, ·) on the
triangulation Th.
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Figure 3.3: Schematic sketch of the relations between Ωt and Ωh
t and the mappings that are used to

transform the domains.

How are Ωt and Ωh
t related? Though we have Ω0 = Ωh

0, the discrete evolving domain Ωh
t is in general

neither contained in Ωt nor a superset of Ωt. Nevertheless

Φ(t, ai) = Φh(t, ai) , 1 ≤ i ≤ N

justifies naming Ωh
t an interpolation of Ωt with respect to the nodes ai, 1 ≤ i ≤ N. Figure 3.3 tries to

visualize the difference between Ωt and Ωh
t .

Remark 3.7. Of course our approach is limited to cases where for each t ∈ [0,T ] each K(t) is a triangle
. This excludes combinations of diffeomorphisms Φ(t, ·) and triangulations Th, where Th is too coarsely
meshed and e.g. material transport is happening at a finer scale than h.

Observe a notational difficulty: the maximal diameter h(t) of all K(t) ∈ Th(t) is, though the index h
suggests it, in general not h, i.e. h(t) , h. If hK ≤ h for each K ∈ Th, we get by the Lipschitz continuity
of Φ(t, ·)

hK(t) ≤ h(t) K(t) ∈ Th(t)

for some h(t) > 0. h(t) is bounded by the maximal dilation of area of Φ(t, ·). The diameter of the
inscribed sphere ρK(t) has a lower bound since we assume that all triangles stay triangles

ρK(t) ≥ ρ(t) .

Considering Assumption 1.1, the smoothness of Φ with respect to time yields uniform bounds for h(t)
and ρ(t):

h∗ B max
t∈[0,T ]

h(t)

ρ∗ B min
t∈[0,T ]

ρ(t) .

This implies

hK(t) ≤ h(t) ≤ h∗

ρK(t) ≥ ρ(t) ≥ ρ∗ .

Let t ∈ [0,T ]. If Th is regular, Th(t) B (Th(t)) is regular, since

h(t)→ 0

and
hK(t)

ρK(t)
≤

h(t)
ρ(t)
≤ σ(t) ≤ σ∗
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with
σ∗ B max

t∈[0,T ]

h(t)
ρ(t)

.

Assumption 3.8. We assume our triangulations Th result from a regular family of triangulations Th.
Moreover, for a given triangulation Th, we assume that the uniform bounds h∗, σ∗ are of reasonable
size, to assure the same order of convergence for all t ∈ [0,T ].

At this point we have a discrete evolving domain Ωh
t and a corresponding evolving triangulation Th(t).

Hence we can now define the corresponding discrete function spaces:

S h(t) = { f ∈ C0(Ωh
t ) | f is linear affine on each K ∈ Th(t)}. (3.2)

S h(t) can also be constructed from the initial basis functions ϕ̂1, . . . , ϕ̂N of the linear finite element space
over Th(0) = Th:

S h = { f ∈ C0(Ωh
0) | f is linear affine on each K ∈ Th} = span{ϕ̂1, . . . , ϕ̂N} .

Let
ϕi(t,Φh(t, y)) = ϕ̂i(y) (3.3)

for 1 ≤ i ≤ N then
S h(t) = span{ϕ1(t, ·), . . . , ϕN(t, ·)}.

This basis representation is the reason why we defined a discrete evolving domain in the first place. An
alternative strategy would have been to move the mesh with Φ(t, ·). But in this case the moved mesh
is not a triangulation, since in general Φ(t, ·) is not assumed to be linear or - as needed - piecewise
linear with respect to the triangulation Th. Our objective is to obtain an algorithm that is easy to use
and a construction as in (3.2) and (3.3) preserves the possibility to use a linear affine mappings to map
arbitrary K(t) ∈ Th(t) to a reference triangle K̂.

Again we want to point out that the discrete evolving domain Ωh
t and the original evolving domain

Ωt only share the initial domain Ω0 = Ωh
0. The evolution of the discrete evolving domain is given by

Φh(t, ·) =

N∑
i=1

Φ(t, ai)ϕ̂i(·) ,

whereas the evolution of Ωt is given by Φ(t, ·). To solve (1.11) on Ωh
t with weak solutions as in (1.16), we

need the velocity of the evolution. Analogously to the continuous case the discrete velocity vh satisfies

vh(t,Φh(t, y)) = ∂tΦh(t, y) (3.4)

for all y ∈ Ωh
0.

Lemma 3.9. Let vh be the velocity of the discrete evolving domain Ωh
t , i.e. satisfy (3.4). Then vh can be

considered as an interpolation of v, since

vh(t, x) =

N∑
i=1

v(t, ai(t))ϕi(t, x) .

Proof. The proof is a simple application of (3.1) and (3.3)

∂tΦh(t, x) =

N∑
i=1

∂tΦ(t, ai)ϕ̂i(x) =

N∑
i=1

v(t, ai(t))ϕi(t,Φh(t, x)) .

�
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3.1.3 Preliminary Approximation Results

This chapter is concerned with some preliminaries needed for the convergence proof.
For the convergence analysis we need to evaluate functions that live on the discrete time-space domain

Nh
T B

⋃
t∈[0,T ]

{t} ×Ωh
t

on the original time-space domain NT =
⋃

t∈[0,T ]{t} × Ωt. We have Φ(t, ·) and Φh(t, ·) and their inverse
mappings Φ−1(t, ·) and Φ−1

h (t, ·) at hand to map values from Ωt to Ωh
t .

Definition 3.10. Let X be a vector space and µh : Nh
T → X. We define the lift function

Γh(t, ·) : Ωt → Ωh
t , x 7→

(
Φh(t, ·) ◦ Φ−1(t, ·)

)
(x)

and the lifted version of µh as

µl
h : NT → X, µl

h(t, x) = µh(t,Γh(t, x)) .

See again Figure 3.3.

Remark 3.11. The term lift function originates from the evolving surface problem in [3], where functions
living on a triangulation of a surface are lifted onto the original surface with the help of bijective map-
pings. To give an example of the way the lift function works we lift our basis functions ϕi, 1 ≤ i ≤ N.
Recall the characterization (3.3) of ϕi(t, x). As always Φ−1

h (t, x) denotes the inverse with respect to the
space variable x, where t is kept constant. We then have for (t, x) ∈ NT

ϕl
i(t, x) = ϕi(t,Γh(t, x)) =

(
ϕ̂i ◦ Φ−1

h (t, ·) ◦ Φh(t, ·) ◦ Φ−1(t, ·)
)
(x)

= ϕ̂i(Φ−1(t, x)) .

Lemma 3.12. There exists a constant c > 0 such that

sup
t∈[0,T ]

sup
x∈Ωt

∣∣∣vl
h(t, x) − v(t, x)

∣∣∣2 ≤ c
(
h∗

)2 . (3.5)

Proof. This estimate is a result of the mean value theorem (e.g. [17, Analysis 1, Satz 5.15]): For a
function f : R2 ⊃ U → R2 that is continuously differentiable we know that for a, b ∈ U there exists a

ξi ∈ [a, b] B {ra + (1 − r)b | r ∈ [0, 1]}

such that
fi(a) − fi(b) = ∇ fi(ξi) · (a − b), i = 1, 2 .

Combined, we have

f (a) − f (b) =

(
∇ f1(ξ1)
∇ f2(ξ2)

)
(a − b) .

If it is possible to bound all partial derivatives ∂ j fi(x), i, j = 1, 2 uniformly on U then

| f (a) − f (b)|2 ≤ c max
i=1,2

|∇ fi(ξi)|2 |a − b|2 ≤ c |a − b|2 . (3.6)

With (3.6) at hand, we now turn to the lifted discrete velocity: With the above remark and Φh(t, ai) =

Φ(t, ai) for 1 ≤ i ≤ N (cf. (3.1)), we obtain

vl
h(t, x) = vh(t,Γh(t, x)) =

N∑
i=1

v(t, ai(t))ϕl
i(t, x) =

N∑
i=1

v(t, ai(t))
(
ϕ̂i ◦ Φ−1

)
(t, x) .
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Now let y ∈ Ω0 = Ωh
0. Without loss of generality y ∈ K = conv{a1, a2, a3} for a K ∈ Th. Moreover let

λ1, λ2, λ3 ∈ [0, 1] be the barycentric coordinates of y with respect to K, i.e. y = λ1a1 + λ2a2 + λ3a3 with
λ1 + λ2 + λ3 = 1. Remember ϕi(y) = λi as stated in Remark 3.4. Then by Lemma 3.9 and (3.3)

v(t,Φ(t, y)) − vl
h(t,Φ(t, y)) = v(t,Φ(t, y)) −

N∑
i=1

v(t, ai(t))ϕi(t,Φ(t, y))

= (λ1 + λ2 + λ3)v(t,Φ(t, y))

−
(
λ1v(t, a1(t)) + λ2v(t, a2(t)) + λ3v(t, a3(t))

)
= λ1

(
v(t,Φ(t, y)) − v(t,Φ(t, a1)

)
+ λ2(. . .) + λ3(. . .) .

Since v(t, ·) is uniformly continuously differentiable in t, we can apply the initial considerations of this
proof and obtain some ξi

1 ∈ [Φ(t, y),Φ(t, a1)] such that

λ1
(
v(t,Φ(t, y)) − v(t,Φ(t, a1))

)
= λ1

(
∇v1(t, ξ1

1)
∇v2(t, ξ2

1)

)
(Φ(t, y) − a1(t)) .

Analogously for λ2(. . .) and λ3(. . .). Since Φ(t, ·) is bijective the equation holds for arbitrary x = Φ(t, y) ∈
Ωt. Moreover, by Assumption 1.1 each partial derivative of v is uniformly bounded in Ωt. Thus we can
apply (3.6) and obtain

∣∣∣v(t, x) − vl
h(t, x)

∣∣∣2 ≤ c max
x̂∈Ωt

max
i, j=1,2

∣∣∣∣∂iv j(t, x̂)
∣∣∣∣  3∑

i=1

λi |x − ai(t)|2


≤ c
3∑

i=1

λi |x − ai(t)|2

≤ c
(
h∗

)2

where we used x ∈ K(t) and thus |x − ai(t)| ≤ h∗ for i = 1, 2, 3. This bound holds independently of x
and t which gives the claim. �

Later on we want to evaluate the semi-discrete solution of (1.11) on the evolving domain Ωt. Thus the
lift function Γh will play an important role: It lifts functions defined on Ωh

t onto Ωt and it transforms
∫
Ωh

t

to
∫
Ωt
δh with δh being the functional determinant of Γh(t, ·) : Ωt → Ωh

t . Since Φh(t, ·) can be interpreted
as an interpolation of Φ(t, ·) we have Φh(t, ·) ≈ Φ(t, ·) and we hope to get

Γh(t, ·) =
(
Φh(t, ·) ◦ Φ−1(t, ·)

)
(·) ≈ Id .

The next lemmata will prove this conjecture and other approximation results.

Remark 3.13. (Reference Element Technique) In the following proofs we are going to use the reference
element technique. This is an introduction into the notation and results we will need.

Let K ∈ Th be a triangle, without loss of generality we assume

K = conv{a1, a2, a3}

There exists a linear affine mapping FK that maps the reference triangle

K̂ = conv{â1, â2, â3}

onto K. We choose â1 = (0, 0), â2 = (1, 0) and â3 = (0, 1) and set ĥ and ρ̂ for the spatial parameters of
K̂. Observe â j − â1 = ê j, where ê j denotes the jth unit vector. Since FK is linear affine there exists a
matrix TK ∈ R

2×2 and a vector bK ∈ R
2 such that

FK(ŷ) = TK ŷ + bK , FK(K̂) = K, FK(âi) = ai for i = 1, 2, 3.
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For each point y ∈ K we denote its reference point in K̂ by ŷ, i.e. FK(ŷ) = y. A more detailed insight is
given in [1, Chapter 9].

From [1, Lemma 9.2.3] we know

|TK |
∣∣∣T−1

K

∣∣∣ ≤ hK

ρK

ĥ
ρ̂
.

Thus, with our previous considerations and ĥ
ρ̂ ≤ c, we have for K(t) ∈ Th(t)

∣∣∣TK(t)
∣∣∣ ∣∣∣T−1

K(t)

∣∣∣ ≤ hK(t)

ρK(t)

ĥ
ρ̂
≤ cσ∗.

Lemma 3.14. There is a constant c > 0 such that

sup
t∈[0,T ]

ess sup
x∈Ωt

|I2 − JxΓh(t, x)| ≤ ch∗ ,

where I2 denotes the two dimensional identity matrix.

Proof. We start by rewriting Γh as

Γh(t, x) = Φh(t,Φ−1(t, x)) − Φ(t,Φ−1(t, x)) + x

=
[
Φh(t, ·) − Φ(t, ·)

]
◦ Φ−1(t, x) + x ,

which is the characterization of Γh we work with. Applying the chain rule, we obtain the Jacobian

JxΓh(t, x) = [JxΦh(t, ·) − JxΦ(t, ·)] ◦ Φ−1(t, x) JxΦ
−1(t, x) + I2 . (3.7)

As Φh(t, ·) is piecewise linear, its Jacobian JxΦh(t, ·) only exists almost everywhere on Ω0. A conse-
quence is the ess sup in the statement of this Lemma. However, since this almost everywhere differen-
tiability leaves rest of this proof unaffected we ignore it in the following.

The rest of the proof is rather technical due to the fact the Γh maps from R2 to R2. It will be given in
three steps:

• We use the reference element technique in this part of the proof. Consult Remark 3.13 for notation.
For now we will omit the time dependencies, they will be dealt with separately in the second part.

Suppose without loss of generality x ∈ K = conv{a1, a2, a3} for K ∈ Th. Recall that the chain rule
for differentiation yields for g : R2 → R2

Jx[g ◦ FK](x̂) = Jxg(FK(x̂)) JxFK(x̂) = Jxg(FK(x̂)) TK (3.8)

and that Φh coincides with Φ on the nodes

Φh(ai) = Φ(ai) , i = 1, 2, 3.

The (partial) derivatives of linear affine mappings (as Φh ◦ FK on K̂) are constant and we can
evaluate the difference quotient at arbitrary points lying in the corresponding direction

Jx[Φh ◦ FK](x̂) =
(
∂x1Φh(FK(x̂)) ∂x2Φh(FK(x̂))

)
=

(
Φh(FK(â2)) − Φh(FK(â1))

|â2 − â1|

Φh(FK(â3)) − Φh(FK(â1))
|â3 − â1|

)
= ( Φ(a2) − Φ(a1) Φ(a3) − Φ(a1) ) ,

where we used
∣∣∣âi − â j

∣∣∣ = |±ei| = 1.
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The first row of Jx[Φh ◦ FK] is an approximation to ∂x1[Φ ◦ FK]: We use the boundedness of the
second spatial derivative of Φ in a truncated Taylor series, the Lipschitz continuity of JxΦ and
apply (3.8) to get

Φ(a2) − Φ(a1) = JxΦ(a1) (a2 − a1) + O( |a2 − a1|
2)

= JxΦ(x)(a2 − a1) + O( |x − a1|)(a2 − a1) + O( |a2 − a1|
2)

= Jx[Φ ◦ FK](x̂) T−1
k (a2 − a1)

+ O( |x − a1|)(a2 − a1) + O( |a2 − a1| |a2 − a1|)

= Jx[Φ ◦ FK](x̂) ê1 + O( |x − a1|) TK ê1 + O( |a2 − a1| |TK ê1|) .

Recall that a2 − a1 = FK(â2) − FK(â1) = TK (â2 − â1) = TK ê1. Now we use the above equation
and |x − a1| ≤ chK for x ∈ K to estimate

|Jx[Φh ◦ FK](x̂)ê1 − Jx[Φ ◦ FK](x̂)ê1| = |Φ(a2) − Φ(a1) − Jx[Φ ◦ FK](x̂)ê1|

≤ O( |x − a1|) |TK ê1| + O( |a2 − a1| |TK ê1|)

≤ |TK | O( |a2 − a1|) |ê1|

≤ c |TK | hK |ê1| .

An analogous computation for ê2 yields

|Jx[Φh ◦ FK](x̂)ê2 − Jx[Φ ◦ FK](x̂)ê2| ≤ c |TK | hK |ê2| .

Since ê1, ê2 form a basis of R2 we get for arbitrary x̂ ∈ K̂

|Jx[Φh ◦ FK](x̂) − Jx[Φ ◦ FK](x̂)| ≤ c |TK | hK .

As stated in Remark 3.13, we have |TK |
∣∣∣T−1

K

∣∣∣ ≤ c hK
ρK

, because our triangulations are part of a
regular family. Using the above result and FK being bijective, we get

sup
x∈K
|JxΦh(x) − JxΦ(x)| = sup

x̂∈K̂

∣∣∣Jx[Φh ◦ FK](x̂) T−1
K − Jx[Φ ◦ FK](x̂) T−1

K

∣∣∣
≤ c |TK | hK

∣∣∣T−1
K

∣∣∣
≤ c

hK

ρK
hK .

With hK ≤ h we obtain

sup
x∈Ω0

|JxΦh(x) − JxΦ(x)| ≤ c max
K∈Th

hK

ρK
h . (3.9)

• Now we consider the time dependencies: Since we have

hK(t)
ρK(t)

≤ σ∗

and h(t) ≤ h∗, (3.9) implies

sup
t∈[0,T ]

sup
x∈Ω0

|JxΦh(t, x) − JxΦ(t, x)| ≤ ch∗ .

• To obtain the complete estimate as stated, we need the boundedness of JxΦ
−1(t, x),i.e.

sup
t∈[0,T ]

sup
x∈Ωt

∣∣∣JxΦ
−1(t, x)

∣∣∣ ≤ c
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and the fact that Φ−1(t, ·) : Ωt → Ω0 is bijective. (3.7) and (3.9) then imply

|I2 − JxΓh(t, x)| =
∣∣∣[JxΦh(t, ·) − JxΦ(t, ·)] ◦ Φ−1(t, x) JxΦ

−1(t, x)
∣∣∣

≤ c
∣∣∣[JxΦh(t, ·) − JxΦ(t, ·)] ◦ Φ−1(t, x)

∣∣∣
= c sup

y∈Ω0

|JxΦh(t, y) − JxΦ(t, y)|

≤ c sup
t∈[0,T ]

sup
y∈Ω0

|JxΦh(t, y) − JxΦ(t, y)|

≤ ch∗

The almost everywhere differentiability of Φh(t, ·) then forces us to replace the sup by an ess sup, which
completes the proof. �

Lemma 3.15. Let
δh(t, x) B |det JxΓh(t, x)|

denote the functional determinant of Γh(t, ·), then

sup
t∈[0,T ]

ess sup
x∈Ωt

|1 − δh(t, x)| ≤ ch∗ . (3.10)

Proof. We need the following basic results for 2 × 2 matrices:

1. det(I2 + A) = 1 + tr(A) + det(A) where tr(A) B A1,1 + A2,2 denotes the trace of A.

2.
∣∣∣Ai, j

∣∣∣ ≤ a implies det(A) ≤ 2a2.

3. Let B ∈ R2×2 with
∣∣∣Bi, j

∣∣∣ ≤ ĉ, then |tr(AB)| ≤ ĉ
∑2

i, j=1

∣∣∣Ai, j
∣∣∣ = c |A|F where |·|F denotes the

Frobenius norm.

We apply the first result to

JxΓh(t, x) =
[
JxΦh(t, ·) − JxΦ(t, ·)

]
◦ Φ−1(t, x) JxΦ

−1(t, x) + I2

and get

det JxΓh(t, x) =1 + tr
([

JxΦh(t, ·) − JxΦ(t, ·)
]
◦ Φ−1(t, x) JxΦ

−1(t, x)
)

+ det
([

JxΦh(t, ·) − JxΦ(t, ·)
]
◦ Φ−1(t, x)

)
det

(
JxΦ

−1(t, x)
)
.

By assumption all partial derivatives of Φ−1(t, ·) are bounded, thus
∣∣∣(JxΦ

−1(t, x))i, j
∣∣∣ ≤ c for all t ∈ [0,T ]

and x ∈ Ωt. Using this boundedness in the above equation, gives

|1 − δh(t, x)| = |1 − |det JxΓh(t, x)||

≤ c
∣∣∣[JxΦh(t, ·) − JxΦ(t, ·)] ◦ Φ−1(t, x)

∣∣∣
F

+ c det
(
[JxΦh(t, ·) − JxΦ(t, ·)] ◦ Φ−1(t, x)

)
.

Since all matrix norms are equivalent, there exists an r > 0 such that∣∣∣Ai, j
∣∣∣ ≤ |A|F ≤ r |A| for i, j = 1, 2.

By the second initial result, we can use these inequalities to dominate det(A) by c |A|2:

|A|F ≤ c |A|

det(A) ≤ c |A|2
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Considering this and using
sup

t∈[0,T ]
sup
x∈Ω0

|JxΦh(t, x) − JxΦ(x)| ≤ ch∗

from the proof of the previous Lemma, yields

|1 − δh(t, x)| ≤ ch∗ + c(h∗)2

≤ ch∗ .

�

3.2 Semi-Discrete Approximation

Again this section is mainly motivated by [3]. The proof of Theorem 3.20 is an analogous and more
detailed version of the proof of [3, Theorem 6.2].

3.2.1 Spatial Discretization

The ansatz for our moving domain finite element method (MDFEM) is the variational formulation
(1.16). We want to emphasize again that a weak solution as in (1.16) implies classical differentiabil-
ity with respect to t.

The discretization is now done in a Petrov-Galerkin like manner: Since a weak solution u of (1.11)
and admissible test functions ψ ∈ F are only required to satisfy u(t, ·), ψ(t, ·) ∈ H1

0(Ωt) almost without
any other restriction, we want to define the semi-discrete weak solution accordingly. Until now we only
have the discrete function space S h(t) = span{ϕ1(t, ·), . . . , ϕN(t, ·)}. However since

S h(t) * H1
0(Ωh

t )

a solution from S h(t) does in general not suffice our BC. Let

Vh(t) B { f ∈ S h(t) | f (x) = 0 for x ∈ ∂Ωh
t } . (3.11)

Observe, if a1, . . . , ad < ∂Ω0 are the inner nodes of the triangulation, then

Vh(t) = span{ϕ1(t, ·), . . . , ϕd(t, ·)} . (3.12)

S h(t) is a discrete subspace of H1 and Vh(t) is a discrete subspace of H1
0(Ωt).

Definition 3.16 (Semi-Discrete Solution, [3, Definition 5.6]). We call uh : Nh
T → R the discrete weak

solution of (1.11) if uh(t, ·) ∈ Vh(t) and it satisfies

d
dt

∫
Ωh

t

uh ψh dx + α

∫
Ωh

t

∇uh · ∇ψh dx =

∫
Ωh

t

uh Dtψh dx, t ∈ [0,T ] (3.13)

for all ψh(t, ·) ∈ Vh(t), where we assume that all appearing quantities exist.

As in the continuous case the above definition is equivalent to∫
Ωh

t

Dtuhψh dx +

∫
Ωh

t

uh ψh div vh dx + α

∫
Ωh

t

∇uh · ∇ψh dx = 0 (3.14)

which can be seen by the use of the Leibniz formula. Observe that a classical application of a Galerkin-
like method to our discretization is not possible due to the different domains Ωt and Ωh

t of the discrete
and the continuous problem.
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We want to express this linear problem in matrices and vectors. First of all note that for a given h
we have that d = dim Vh(t) is independent of t by construction. We then define for each t ∈ [0,T ] the
mapping

Πh(t) : Rd → Vh(t), y = (yi)d
i=1 7→

d∑
i=1

yiϕi(t, ·) . (3.15)

We use the coefficient vectors u, y : [0,T ]→ Rd and set

uh(t, x) =
(
Πh(t)u(t)

)
(x) =

d∑
i=1

ui(t)ϕi(t, x)

ψh(t, x) =
(
Πh(t)y(t)

)
(x)

for (t, x) ∈ Nh
T . Note that the existence and uniqueness of such a basis representation is assured by

uh(t, ·), ψh(t, ·) ∈ Vh(t).

Remark 3.17. Let fh(t, ·) ∈ Vh(t) with Πh(t)f(t) = fh(t, ·). The material derivative of fh satisfies

Dt fh(t,Φh(t, y)) =
d
dt

[
fh(t,Φh(t, ·))

]
(y)

=
d
dt

d∑
i=1

fi(t)ϕi(t,Φh(t, y))

=
d
dt

d∑
i=1

fi(t)ϕ̂i(y)

=

d∑
i=1

∂t fi(t)ϕ̂i(y)

=
(
Πh(t)∂tf(t)

)
(Φh(t, y))

by (1.4). Thus
Dt fh(t, ·) = Πh(t)∂tf(t) .

We insert the basis representation of uh and ψh and obtain the following equivalent formulation: Find
u(t) such that

d
dt

∫
Ωh

t

d∑
i, j=1

u j(t)ϕ j yi(t)ϕi dx + α

∫
Ωh

t

d∑
i, j=1

(
u j(t)∇ϕ j

)
·
(
yi(t)∇ϕi

)
dx =

∫
Ωh

t

d∑
i, j=1

u j(t)ϕ j ∂tyi(t)ϕi dx

for all y(t). Now let Mh(t) denote the mass matrix

Mh(t)i, j B

∫
Ωh

t

ϕi(t, x) ϕ j(t, x) dx

and Sh(t) the stiffness matrix

Sh(t)i, j B α

∫
Ωh

t

∇ϕi(t, x) · ∇ϕ j(t, x) dx .

The above problem can then be written as

d
dt

[
y(t)ᵀMh(t)u(t)

]
+ y(t)ᵀSh(t)u(t) = ∂ty(t)ᵀMh(t)u(t) (3.16)

where yᵀ denotes the transposed vector of y. If we apply

d
dt

[
y(t)ᵀMh(t)u(t)

]
= ∂ty(t)ᵀMh(t)u(t) + y(t)ᵀ

d
dt

[
Mh(t)u(t)

]
.
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to (3.16), we obtain

y(t)ᵀ
(

d
dt

[Mh(t)u(t)] + Sh(t)u(t)
)

= 0 .

We can omit y(t) in the above equation, since ψh is arbitrary and obtain that the solution uh(t, ·) =

Πh(t)u(t) of (3.13) is equivalently given by

d
dt

[
Mh(t)u(t)

]
+ Sh(t)u(t) = 0 . (3.17)

Observe that the mass matrix Mh(t) is uniformly positive definite on [0,T ] and the stiffness matrix Sh(t)
is positive semi-definite. The continuity of Φh(·, y) and the Lipschitz continuity of Φh(t, ·) then yield
existence and uniqueness of the semi-discrete finite element solution (3.13).

We want to point out that there is already a numerical method for PDEs on evolving domains: The
so called arbitrary Lagrangian Eulerian (ALE) formulation results in a ODE which is quite similar to
(3.17). Although, the approach using ALE is slightly different there exist a lot results about this topic.
A basic introduction into the ALE approach is given in [6].
Remark 3.18. Our aim was to find an easy-to-use method for discretizing (1.11). With (3.17) we can be
satisfied:

• Mh(t) and Sh(t) are as easy to assemble as standard FEM matrices, since we can use linear affine
mappings from each triangle to a reference element.

• We only need one triangulation of the initial domain Ω0.

• Our method does not require any evaluation of the velocity or functional determinant of Φ(t, ·),
since it only depends on the knowledge of the position of the nodes.

3.2.2 Convergence of the Semi-Discrete Solution

Lemma 3.19 (Stability of the Lifted Solution, [3, Lemma 6.1]). Let uh be the solution of (3.13) with
initial value uh(0, ·) = u0 and ul

h its lifted version. The following stability estimates hold:

sup
t∈[0,T ]

∥∥∥ul
h

∥∥∥2
0,Ωt

+

∫ T

0

∥∥∥∇ul
h

∥∥∥2
0,Ωt

dt ≤ c
∥∥∥ul

h(0)
∥∥∥2

0,Ω0
,∫ T

0

∥∥∥Dtul
h

∥∥∥2
0,Ωt

dt + sup
t∈[0,T ]

∥∥∥∇ul
h

∥∥∥2
0,Ωt
≤ c

∥∥∥ul
h(0)

∥∥∥2
1,Ω0

.

Proof. The estimates for uh follow from the energy estimates in Lemma 1.8 and Lemma 1.9 which hold
and are proven for uh as for the solution of (1.16). We then lift uh to Ωt (cf. Definition 3.10) and use the
boundedness of

H1
0(Ωh

t )→ H1
0(Ωt), ηh 7→ ηl

h

and its inverse. To handle the material derivative we refer to (3.20) from the proof of Theorem 3.20. �

The next theorem is the main result of this section. The proof is done analogously to [3, Theorem
6.2], but gives a slightly different result: The preliminary approximation results we use only allow for
order 1/2 convergence. Observe that our findings are in no sense optimal and can be improved.

Theorem 3.20 (Convergence of the Semi-Discretization, [3, Theorem 6.2]). Let u be a sufficiently
smooth solution of (1.16) and let uh be the discrete solution of (3.13). For the lifted version ul

h of
uh we then have the following error estimate:

sup
t∈[0,T ]

∥∥∥u − ul
h

∥∥∥2
0,Ωt

+

∫ T

0

∥∥∥∇(u − ul
h)
∥∥∥2

0,Ωt
dt

≤ ch ‖u0‖
2
2,Ω0

+ ch2 ‖u0‖
2
2,Ω0

+ ch4 ‖u0‖
2
2,Ω0

+ ch2
∫ T

0
‖Dtu‖22,Ωt

dt
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Remark 3.21. The spatial parameter h in the above error estimate is in fact h∗ which was introduced in
Section 3.1.2, but since we assume h∗ ≤ ch, we can use the mesh parameter of the initial triangulation
Th(0).

The proof of Theorem 2.8 is given in three parts:

Error Relation between the Lifted Discrete and the Continuous Solution

The error bounds rely on a suitable form of the error equation. In order to compare discrete and contin-
uous solution, both should be defined on the same domain which we take to be the continuous one. The
continuous problem reads:

d
dt

∫
Ωt

uψ dx + α

∫
Ωt

∇u · ∇ψ dx =

∫
Ωt

u Dtψ dx ∀ψ(t, ·) ∈ H1
0(Ωt) . (3.18)

The semi-discrete problem reads:

d
dt

∫
Ωh

t

uh ψh dx + α

∫
Ωh

t

∇uh · ∇ψh dx =

∫
Ωh

t

uh Dtψh dx ∀ψh(t, ·) ∈ Vh(t) . (3.19)

We want to lift the discrete equation on the evolving domain Ωt. These preliminary results are
necessary: Let ηh : Nh

T → R be a function defined on the discrete evolving domain Ωh
t such that all of

the following derivatives of ηh exist. The lifted function is then defined as

ηl
h(t, x) = ηh(t,Γh(t, x)) with Γh(t, x) = Φh(t,Φ−1(t, x)) .

The material derivative of a lifted function is in general not the lift of its material derivative: Let
Rh(t, x) B JxΓh(t, x). An application of the chain rule for differentiation yields

∇ηl
h = (∇ηh)lRh ⇐⇒ (∇ηh)l = ∇ηl

hR−1
h

and thus

Dtη
l
h(t, x) = ∂tη

l
h(t, x) + ∇ηl

h(t, x) · v(t, x)

= (∂tηh)l(t, x) + (∇ηh)l(t, x) Rh(t, x) · v(t, x) + (∇ηh)l(t, x) ·
(
vl

h(t, x) − vl
h(t, x)

)
= (∂tηh)l(t, x) + (∇ηh · vh)l(t, x) + (∇ηh)l(t, x) ·

[
Rᵀh (t, x) v(t, x) − vl

h(t, x)
]

= (Dtηh)l(t, x) + (∇ηh)l(t, x) ·
[(

Rᵀh (t, x) − I2
)

v(t, x) −
(
v(t, x) − vl

h(t, x)
)]
.

With Lemma 3.12, Lemma 3.14 and the boundedness of v(t, x), the above identity yields

Dtη
l
h(t, x) − (Dtηh)l(t, x) = O( h

∣∣∣(∇ηh)l(t, x)
∣∣∣ ) (3.20)

and as a simple consequence we obtain

ul
h(Dtηh)l = ul

h

(
Dtη

l
h + O(h

∣∣∣(∇ηh)l
∣∣∣)) = ul

hDtη
l
h + ul

h O(h
∣∣∣(∇ηh)l

∣∣∣)
≥ ul

hDtη
l
h −

∣∣∣ul
h O(h

∣∣∣(∇ηh)l
∣∣∣)∣∣∣

≥ ul
hDtη

l
h − ch

∣∣∣ul
h

∣∣∣ ∣∣∣(∇ηh)l
∣∣∣ .

Since Γh(t, ·) is invertible and a concatenation of diffeomorphism, we know that
∣∣∣R−1

h

∣∣∣ is bounded and
therefore

ul
h(Dtηh)l ≥ ul

hDtη
l
h −

∣∣∣ul
h

∣∣∣ c h
∣∣∣∇ηl

h

∣∣∣ . (3.21)

Now we turn to the differential equation that is satisfied by the discrete solution on the evolving
domain Ωt. Recall that we defined the abbreviation

δh(t, x) B |det JxΓh(t, x)|
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for the functional determinant of Γh(t, ·). Let ψh(t, ·) ∈ Vh(t) and uh a solution of the discrete problem
(3.19), then

d
dt

∫
Ωt

ul
h ψ

l
h δh dx + α

∫
Ωt

(
∇ul

hR−1
h

)
·
(
∇ψl

hR−1
h

)
δh dx =

∫
Ωt

ul
h (Dtψh)l δh dx

is satisfied and with (3.21)

d
dt

∫
Ωt

ul
h ψ

l
h δh dx + α

∫
Ωt

(
∇ul

hR−1
h

)
·
(
∇ψl

hR−1
h

)
δh dx

≥

∫
Ωt

ul
h Dtψ

l
h δh dx − c h

∫
Ωt

∣∣∣ul
h

∣∣∣ ∣∣∣∇ψl
h

∣∣∣ δh dx . (3.22)

In the rest of this proof we are going to use the following abbreviations and notation for a more compact
representation:

• We omit the lift superscript l. If discrete functions (marked by a subscript h) get evaluated or
integrated on NT =

⋃
t∈[0,T ]{t} ×Ωt we always have their lifted versions at hand.

• It is convenient to define the function space

V l
h(t) B { f l

h = f ◦ Γh(t, ·) | f ∈ Vh(t)}

which consists of the lifted functions in Vh(t). It is easy to verify that V l
h(t) is contained in H1

0(Ωt).

• Set Rh B R−1
h R−ᵀh . The integral over the spatial derivatives then reads:

α

∫
Ωt

(
∇ul

hR−1
h

)
·
(
∇ψl

hR−1
h

)
δh dx = α

∫
Ωt

(∇uhRh) · ∇ψh δh dx .

We take the difference of (3.18) at ψh = ψl
h and (3.22). The error relation between continuous and lifted

discrete solution is then given by

d
dt

∫
Ωt

(u − uh δh)ψh dx + α

∫
Ωt

(
∇u − ∇uhRh δh

)
· ∇ψh dx

≤

∫
Ωt

(u − uh δh)Dtψh dx + ch
∫

Ωt

|uh| |∇ψh| δh dx ∀ψh(t, ·) ∈ V l
h(t),

or written in a more convenient form

d
dt

∫
Ωt

(u − uh)ψh dx + α

∫
Ωt

∇(u − uh) · ∇ψh dx

≤
d
dt

∫
Ωt

uhψh(δh − 1) dx + α

∫
Ωt

(
∇uh(Rhδh − I)

)
· ∇ψh dx

+

∫
Ωt

(u − uh)Dtψh dx +

∫
Ωt

uh Dtψh(1 − δh) dx + ch
∫

Ωt

|uh| |∇ψh| δh dx .

Some Kind of Energy Estimate

We choose ψh = ηh − uh = u − uh + ηh − u in the above estimate for some arbitrary ηh(t, ·) ∈ V l
h(t).

Since ψh(t, ·) ∈ V l
h(t) for every ηh, it is an admissible test function. Therefore the following estimate is
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satisfied for every ηh(t, ·) ∈ V l
h(t)

d
dt

∫
Ωt

(u − uh)2 dx + α

∫
Ωt

|∇(u − uh)|2 dx −
∫

Ωt

(u − uh)(Dtu − Dtuh) dx

≤
d
dt

∫
Ωt

(u − uh)(u − ηh) dx + α

∫
Ωt

∇(u − uh) · ∇(u − ηh) dx

−

∫
Ωt

(u − uh)(Dtu − Dtηh) dx + α

∫
Ωt

(
(Rhδh − I)∇uh

)
· ∇(ηh − uh) dx

+

∫
Ωt

uh(Dtηh − Dtuh) (1 − δh) dx +
d
dt

∫
Ωt

uh(ηh − uh)(δh − 1) dx

+ ch
∫

Ωt

|uh| |∇(ηh − uh)| δh dx . (3.23)

Let us state some basic results we are about to apply:

• An application of the Leibniz formula gives

d
dt

∫
Ωt

(u − uh)2 dx −
∫

Ωt

(u − uh)(Dtu − Dtuh) dx

= 2
∫

Ωt

(u − uh)(Dtu − Dtuh) dx +

∫
Ωt

(u − uh)2 div v dx −
∫

Ωt

(u − uh)(Dtu − Dtuh) dx

=
1
2

d
dt

∫
Ωt

(u − uh)2 dx +
1
2

∫
Ωt

(u − uh)2 div v dx

≥
1
2

d
dt

∫
Ωt

(u − uh)2 dx − c
∫

Ωt

(u − uh)2 dx

where we used supt∈[0,T ]

∥∥∥div v(t, ·)
∥∥∥

L∞(Ωt)
≤ c.

• A similar computation shows

d
dt

∫
Ωt

(u − uh)(u − ηh) dx −
∫

Ωt

(u − uh)(Dtu − Dtηh) dx

=

∫
Ωt

(Dtu − Dtuh)(u − ηh) dx +

∫
Ωt

(u − uh)(u − ηh) div v dx

≤ c
∫

Ωt

( |u − uh| + |Dtu − Dtuh|) |u − ηh| dx .

• The statement of Lemma 3.14 holds analogously for R−1
h = JxΓ

−1
h and thus

|I2 − Rh| =
∣∣∣I2 − R−1

h R−ᵀh

∣∣∣ =
∣∣∣R−1

h

∣∣∣ ( ∣∣∣I2 − R−1
h

∣∣∣ + |I2 − Rh|
)
≤ ch .

With the above estimate and Lemma 3.15 we then obtain

α

∫
Ωt

(
∇uh(Rhδh − I)

)
· ∇(ηh − uh) dx

≤ α

∫
Ωt

|∇uh(Rhδh − δh + δh − I)| |∇(ηh − uh)| dx

≤ α

∫
Ωt

(
δh |Rh − I| + |δh − 1|

)
|∇uh| |∇(ηh − uh)| dx

≤ ch
∫

Ωt

|∇uh|
(
|∇(u − uh)| + |∇(u − ηh)|

)
dx .

Recall that δh and
∣∣∣R−1

h

∣∣∣ are bounded by assumption.
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• Again by Lemma 3.15∫
Ωt

uh(Dtηh − Dtuh) (1 − δh) dx ≤
∫

Ωt

|uh| |Dtηh − Dtuh| |1 − δh| dx

≤ ch
∫

Ωt

|uh|
(
|Dtu − Dtuh| + |Dtu − Dtηh|

)
dx .

• This last inequality is straightforward

ch
∫

Ωt

|uh| |∇(ηh − uh)| δh dx ≤ ch
∫

Ωt

|uh|
(
|∇(u − uh)| + |∇(u − ηh)|

)
dx .

We apply all these results to (3.23). Note that even if we apply exactly the estimates above, we rearrange
summands for an easier representation. Thus for any ηh(t, ·) ∈ V l

h(t) we have

1
2

d
dt

∫
Ωt

(u − uh)2 dx +α

∫
Ωt

|∇(u − uh)|2 dx

≤ c
∫

Ωt

(u − uh)2 dx + c
∫

Ωt

( |u − uh| + |Dtu − Dtuh|) |u − ηh| dx

+ α

∫
Ωt

|∇(u − uh)| |∇(u − ηh)| dx

+ ch
∫

Ωt

(
|uh| + |∇uh|

)
|∇(u − uh)| dx

+ ch
∫

Ωt

(
|uh| + |∇uh|

)
|∇(u − ηh)| dx

+ ch
∫

Ωt

|uh| |Dtu − Dtuh| dx + ch
∫

Ωt

|uh| |Dtu − Dtηh| dx

+
d
dt

∫
Ωt

uh(u − uh)(δh − 1) dx −
d
dt

∫
Ωt

uh(u − ηh)(δh − 1) dx .

Again we state the single inequalities we want to apply:

• We apply Young’s inequality and the Cauchy-Schwarz inequality to get

c
∫

Ωt

( |u − uh|+ |Dtu − Dtuh|) |u − ηh| dx

= c
∫

Ωt

|u − uh| |u − ηh| dx + c
∫

Ωt

|Dtu − Dtuh| |u − ηh| dx

≤ c
∫

Ωt

|u − uh|
2 dx + c

∫
Ωt

|u − ηh|
2 dx + c ‖Dtu − Dtuh‖0,Ωt ‖u − ηh‖0,Ωt

= c ‖u − uh‖
2
0,Ωt

+ c ‖u − ηh‖
2
0,Ωt

+ c ‖Dtu − Dtuh‖0,Ωt ‖u − ηh‖0,Ωt
.

• Again with Young’s inequality

ch
∫

Ωt

(
|uh|+ |∇uh|

)
|∇(u − uh)| dx

=

∫
Ωt

ch |uh| |∇(u − uh)| dx +

∫
Ωt

ch |∇uh| |∇(u − uh)| dx

≤ ch2 ‖uh‖
2
0,Ωt

+ ch2 ‖∇uh‖
2
0,Ωt

+
α

4
‖∇(u − uh)‖20,Ωt

≤ ch2 ‖uh‖
2
1,Ωt

+
α

4
‖∇(u − uh)‖20,Ωt

.

Observe that we applied Young’s inequality such that we have α/4 as factor in front of
‖∇(u − uh)‖20,Ωt

.
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• Analogously

ch
∫

Ωt

(
|uh| + |∇uh|

)
|∇(u − ηh)| dx ≤ ch2 ‖uh‖

2
1,Ωt

+ ‖∇(u − ηh)‖20,Ωt

• The Cauchy-Schwarz inequality yields

ch
∫

Ωt

|uh| |Dtu − Dtuh| dx ≤ ch ‖uh‖0,Ωt ‖Dtu − Dtuh‖0,Ωt

and

ch
∫

Ωt

|uh| |Dtu − Dtηh| dx ≤ ch ‖uh‖0,Ωt ‖Dtu − Dtηh‖0,Ωt
.

• With Young’s inequality and a factor modification

α

∫
Ωt

|∇(u − uh)| |∇(u − ηh)| dx ≤
α

4
‖∇(u − uh)‖20,Ωt

+ c ‖∇(u − ηh)‖20,Ωt
.

Apply all these estimates at once to get:

1
2

d
dt

∫
Ωt

(u − uh)2 dx +
α

2

∫
Ωt

|∇(u − uh)|2 dx

≤ c ‖u − uh‖
2
0,Ωt

+ c ‖u − ηh‖
2
0,Ωt

+ c ‖∇(u − ηh)‖20,Ωt
+ c ‖Dtu − Dtuh‖0,Ωt ‖u − ηh‖0,Ωt

+ ch ‖uh‖0,Ωt ‖Dtu − Dtuh‖0,Ωt + ch ‖uh‖0,Ωt ‖Dtu − Dtηh‖0,Ωt
+ ch2 ‖uh‖

2
1,Ωt

+
d
dt

∫
Ωt

uh(u − uh)(δh − 1) dx −
d
dt

∫
Ωt

uh(u − ηh)(δh − 1) dx . (3.24)

Now we integrate with respect to time: Denote uh0 = uh(0, ·) ∈ V l
h(0). The last summands in (3.24)

can then be bounded by Lemma 3.15 and an application of the Cauchy-Schwarz inequality∫ t

0

d
dτ

∫
Ωτ

uh(u − uh)(δh − 1) dx dτ −
∫ t

0

d
dτ

∫
Ωτ

uh(u − ηh)(δh − 1) dx dτ

=

∫
Ωt

uh(u − uh)(δh − 1) dx −
∫

Ω0

uh(u − uh)(δh − 1) dx

−

∫
Ωt

uh(u − ηh)(δh − 1) dx +

∫
Ω0

uh(u − ηh)(δh − 1) dx

≤ ch ‖uh‖0,Ωt ‖u − uh‖0,Ωt + ch ‖uh0‖0,Ω0 ‖u0 − uh0‖0,Ω0

+ ch ‖uh‖0,Ωt ‖u − ηh‖0,Ωt
+ ch ‖uh0‖0,Ω0 ‖u0 − ηh0‖0,Ω0

and we obtain from (3.24)

‖u − uh‖
2
0,Ωt

+
α

2

∫ t

0
‖∇(u − uh)‖20,Ωτ

dτ

≤ ‖u0 − uh0‖
2
0,Ω0

+ c
∫ t

0
‖u − uh‖

2
0,Ωτ

dτ + c
∫ t

0
‖u − ηh‖

2
0,Ωτ

dτ

+ c
∫ t

0
‖∇(u − ηh)‖20,Ωτ

dτ + ch
∫ t

0
‖uh‖0,Ωτ

‖Dtu − Dtuh‖0,Ωτ
dτ

+ ch
∫ t

0
‖uh‖0,Ωτ

‖Dtu − Dtηh‖0,Ωτ
dτ + ch2

∫ t

0
‖uh‖

2
1,Ωτ

dτ

+ ch ‖uh‖0,Ωt ‖u − uh‖0,Ωt + ch ‖uh0‖0,Ω0 ‖u0 − uh0‖0,Ω0

+ ch ‖uh‖0,Ωt ‖u − ηh‖0,Ωt
+ ch ‖uh0‖0,Ω0 ‖u0 − ηh0‖0,Ω0

. (3.25)
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Inserting the Interpolation

Remark 3.22, which follows after this proof, considers the following interpolations: We choose ηh = Ihu
as the interpolation of u at the nodes ai(t), i = 1, . . . , d on Ωt and set the initial value of uh as uh0 = Ihu0.
The H2-regularity (see Assumption 1.15) of the problem and Remark 3.22 give

‖u − ηh‖1,Ωt
= ‖u(t, ·) − (Ihu)(t, ·)‖1,Ωt ≤ ch ‖u‖2,Ωt .

Additionally, from the inverse triangle inequality we know

‖uh0‖0,Ω0 − ‖u0‖0,Ω0 ≤ ‖uh0 − u0‖0,Ω0 ≤ ch ‖u0‖1,Ω0

which implies
‖uh0‖0,Ω0 ≤ c ‖u0‖1,Ω0 . (3.26)

We will apply the following estimates to (3.25):

• We use the results discussed in Remark 3.22:

‖u0 − uh0‖
2
0,Ω0

= ‖u0 − Ihu0‖
2
0,Ω0
≤ ch4 ‖u0‖

2
2,Ω0

.

• The H2-regularity assures

c
∫ t

0
‖u − ηh‖

2
0,Ωτ

dτ + c
∫ t

0
‖∇(u − ηh)‖20,Ωτ

dτ = c
∫ t

0
‖u(τ, ·) − (Ihu)(τ, ·)‖21,Ωτ

dτ

≤ ch2
∫ t

0
‖u(τ, ·)‖22,Ωτ

dτ

≤ ch2 ‖u0‖
2
1,Ω0

.

• With Young’s inequality, (3.26) and the stability estimate for the lifted solution from Lemma 3.19,
we get

ch
∫ t

0
‖uh‖0,Ωτ

‖Dtu − Dtuh‖0,Ωτ
dτ =

∫ t

0

(
ch1/2 ‖uh‖0,Ωτ

)(
h1/2 ‖Dtu − Dtuh‖0,Ωτ

)
dτ

≤ ch
∫ t

0
‖uh‖

2
0,Ωτ

dτ + ch
∫ t

0
‖Dtu − Dtuh‖

2
0,Ωτ

dτ

≤ ch ‖uh0‖
2
0,Ω0

+ ch
∫ t

0
‖Dtu − Dtuh‖

2
0,Ωτ

dτ

≤ ch ‖u0‖
2
1,Ω0

+ ch
∫ t

0
‖Dtu − Dtuh‖

2
0,Ωτ

dτ .

• Similarly

ch
∫ t

0
‖uh‖0,Ωτ

‖Dtu − Dtηh‖0,Ωτ
dτ ≤ ch ‖u0‖

2
1,Ω0

+ ch
∫ t

0
‖Dtu − Dtηh‖

2
0,Ωτ

dτ .

• The stability results from Lemma 3.19 and (3.26) yield

ch2
∫ t

0
‖uh‖

2
1,Ωτ

dτ ≤ ch2 ‖uh0‖
2
0,Ω0
≤ ch2 ‖u0‖

2
1,Ω0

.
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• We use the triangle inequality and the two stability results for u and the lifted semi-discrete solu-
tion uh to bound :

ch ‖uh‖0,Ωt ‖u − uh‖0,Ωt + ch ‖uh0‖0,Ω0 ‖u0 − uh0‖0,Ω0

= ch ‖uh(t, ·)‖0,Ωt ‖u(t, ·) − uh(t, ·)‖0,Ωt + ch ‖uh0‖0,Ω0 ‖u0 − uh0‖0,Ω0

≤ ch ‖uh(t, ·)‖0,Ωt

(
‖u(t, ·)‖0,Ωt + ‖uh(t, ·)‖0,Ωt

)
+ ch ‖uh0‖0,Ω0

(
‖u0‖0,Ω0 + ‖uh0‖0,Ω0

)
≤ ch ‖uh0‖0,Ω0

(
‖u0‖0,Ω0 + ‖uh0‖0,Ω0

)
+ ch ‖u0‖

2
1,Ω0

≤ ch ‖u0‖
2
1,Ω0

• An analogous computation, which uses the interpolation estimates and the H2-regularity of u,
gives

ch ‖uh‖0,Ωt ‖u − ηh‖0,Ωt
+ ch ‖uh0‖0,Ω0 ‖u0 − ηh0‖0,Ω0

≤ ch2 ‖u0‖
2
1,Ω0

Gathering these results, we get from (3.25)

‖u − uh‖
2
0,Ωt

+
α

2

∫ t

0
‖∇(u − uh)‖20,Ωτ

dτ

≤ c
∫ t

0
‖u − uh‖

2
0,Ωτ

dτ

+ ch ‖u0‖
2
1,Ω0

+ ch2 ‖u0‖
2
1,Ω0

+ ch4 ‖u0‖
2
2,Ω0

+ ch
∫ t

0
‖Dtu − Dtuh‖

2
0,Ωτ

dτ + ch
∫ t

0
‖Dtu − Dt [Ihu]‖20,Ωτ

dτ . (3.27)

For the last two terms on the right-hand side of (3.27):

• With the stability estimates and a ‖uh0‖1,Ω0 ≤ c ‖u0‖2,Ω0 (cf. (3.26))∫ t

0
‖Dtu − Dtuh‖

2
0,Ωτ

dτ ≤
∫ t

0
‖Dtu‖20,Ωτ

dτ +

∫ t

0
‖Dtuh‖

2
0,Ωτ

dτ ≤ c ‖u0‖
2
1,Ω0

+ c ‖uh0‖
2
1,Ω0

≤ c ‖u0‖
2
2,Ω0

.

• And with (3.31) we get∫ t

0

∥∥∥Dtu − Dt
[
Ihu

]∥∥∥2
0,Ωτ

dτ =

∫ t

0
‖Dtu − IhDtu‖20,Ωτ

dτ ≤ ch4
∫ t

0
‖Dtu‖22,Ωτ

dτ

≤ ch4
∫ T

0
‖Dtu‖22,Ωτ

dτ .

Thus (3.27) gives

‖u − uh‖
2
0,Ωt

+
α

2

∫ t

0
‖∇(u − uh)‖20,Ωτ

dτ ≤ c
∫ t

0
‖u − uh‖

2
0,Ωτ

dτ + ch4
∫ T

0
‖Dtu‖22,Ωτ

dτ

+ ch ‖u0‖
2
2,Ω0

+ ch2 ‖u0‖
2
1,Ω0

+ ch4 ‖u0‖
2
2,Ω0

. (3.28)

We collect the time independent terms:

R B ch ‖u0‖
2
2,Ω0

+ ch2 ‖u0‖
2
1,Ω0

+ ch4 ‖u0‖
2
2,Ω0

+ ch4
∫ T

0
‖Dtu‖22,Ωτ

dτ .
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An application of the Gronwall lemma mentioned in Proposition A.5 to

‖u(t, ·) − uh(t, ·)‖20,Ωt
≤ c

∫ t

0
‖u(τ, ·) − uh(τ, ·)‖20,Ωτ

dτ + R

implies

‖u(t, ·) − uh(t, ·)‖20,Ωt
≤ R +

∫ t

0
ec(t−s)Rc ds .

And we get the first part of our error estimate:

sup
t∈[0,T ]

‖u − uh‖
2
0,Ωt

= sup
t∈[0,T ]

‖u(t, ·) − uh(t, ·)‖20,Ωt
≤ R +

∫ t

0
ec(t−s)Rc ds ≤ cR . (3.29)

We use (3.28) and apply (3.29), to get the second part:∫ T

0
‖∇(u − uh)‖20,Ωτ

dτ ≤ c
∫ T

0
‖u(τ, ·) − uh(τ, ·)‖20,Ωτ

dτ + R ≤ cR + R ≤ cR .

Combining these two parts, we have

sup
t∈[0,T ]

‖u − uh‖
2
0,Ωt

+

∫ T

0
‖∇(u − uh)‖20,Ωτ

dτ

≤ ch ‖u0‖
2
2,Ω0

+ ch2 ‖u0‖
2
1,Ω0

+ ch4 ‖u0‖
2
2,Ω0

+ ch4
∫ T

0
‖Dtu‖22,Ωτ

dτ

and the Theorem 2.8 is proved. �

Remark 3.22. In the above proof we need an interpolant of the solution of the continuous problem u.
This remark is concerned with construction of this interpolant and an error bound:

Let η : NT → R with η(t, x) = 0 for x ∈ ∂Ωt. We want to interpolate η at the moving nodes
ai(t) ∈ Ωt, i = 1, . . . , d and such that the interpolant is an admissible test function, i.e. it lies in V l

h(t) for
all t ∈ [0,T ]. Let

η̃(t, y) B η(t,Φ(t, y)) , y ∈ Ω0 .

denote the transformation of η onto the initial domain Ω0. We set the interpolant of η̃ with respect to
some triangulation Th of Ω0 as

(
Ihη̃(t, ·)

)
(y) B

d∑
i=1

η̃(t, ai(0))ϕ̂i(y) =

d∑
i=1

η(t, ai(t))ϕ̂i(y) .

This is the standard piecewise interpolation with respect to a given triangulation. The time dependency
of η corresponds to time dependent coefficients in the basis representation. Formally we then define the
wished for interpolation as (

Ihη
)
(t, x) B

(
Ihη̃(t, ·)

)
◦ Φ−1(t, x) . (3.30)

Or given in a more direct way: We call

(
Ihη

)
(t, x) B

d∑
i=1

η(t, ai(t))ϕ̂i(Φ−1(t, x)) .

the interpolant of η on the continuously evolving domain Ωt. By construction of the ϕ̂i, the interpolant
can be written as

(
Ihη

)
(t, x) =

d∑
i=1

η(t, ai(t))ϕi(t,Φh(t,Φ−1(t, x))) =

d∑
i=1

η(t, ai(t))ϕi(t,Γh(t, x)) .
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Hence
(
Ihη

)
(t, ·) is for each t ∈ [0,T ] the lift of a function from Vh(t) and therefore an admissible test

function.
Moreover the interpolation of the material derivative of η is the material derivative of the interpolant

of η, since

Dt
[
Ihη

]
(t,Φ(t, y)) =

d
dt

[
(Ihη) (t,Φ(t, y))

]
=

d
dt

[
(Ihη̃(t, ·))(y)

]
=

d
dt

d∑
i=1

η(t, ai(t))ϕ̂i(y)

=

d∑
i=1

d
dt

[
η(t,Φ(t, ai))

]
ϕ̂i(y)

=

d∑
i=1

Dtη(t, ai(t))ϕ̂i(y)

=
(
IhDtη(t, ·)

)
(y)

implies
Dt

[
Ihη

]
= IhDtη . (3.31)

Error bounds can then be obtained quite simply: Let f : Ω0 → R. We know (e.g. from [1, Theorem
9.3.8] ) that the piecewise linear affine interpolant of f with respect to Th, which is again denoted by
Ih f , satisfies

‖ f − Ih f ‖0,Ω0
≤ ch | f |1,Ω0

if f ∈ H1(Ω0) and
‖ f − Ih f ‖1,Ω0

≤ ch | f |2,Ω0

if f ∈ H2(Ωt). The regularity of Φ(t, ·) assures the existence of constants C, c > 0 such that

c
∥∥∥ f ◦ Φ−1(t, ·)

∥∥∥
k,Ωt
≤ ‖ f ‖k,Ω0

≤ C
∥∥∥ f ◦ Φ−1(t, ·)

∥∥∥
k,Ωt

k = 0, 1, 2 .

Now let η : NT → R, as above, with η̃(t,Φ−1(t, x)) = η(t, x). With the above estimates and (3.30), we
have

‖η(t, ·) − (Ihη)(t, ·)‖0,Ωt
≤ c ‖η̃(t, ·) − Ihη̃(t, ·)‖0,Ω0

≤ ch |η̃(t, ·)|1,Ω0
≤ ch |η(t, ·)|1,Ωt

.

The results for higher order Sobolev spaces follow analogously.



Chapter 4

An Exponential Integrator for Parabolic
Evolution Problems

Eventually we are able to present the primary motivation for this thesis: A new numerical time integrator.
The diffusion equation on evolving domains (1.11) and its semi-discrete version (3.17) serve as a non-
trivial model example for a non-autonomous evolution problem.

We use (3.17) to test an exponential time integrator, which was proposed by Marlis Hochbruck and
Alexander Ostermann and presented in [10] for the first time.

There are several numerical methods (see e.g. [14] for Runge-Kutta methods) which can be applied
to linear initial value problems with time dependent operators. But as far as we know, there is no
exponential integrator which explicitly takes advantage of the structure of the evolution problem: d

dt u(t) + A(t)u(t) = 0 0 ≤ t ≤ T
u(0) = u0 .

(4.1)

The construction of the exponential integrator is closely related to the construction of the solution of
(4.1) in Chapter 2. In order to approximate a solution of (4.1) in a reasonable way, we need the problem
to be well-posed:

Assumption 4.1 (Well-posedness). These are the same assumptions as in Chapter 2:

(A1) The domain D(A(t)) = D of A(t), 0 ≤ t ≤ T is dense in X and independent of t.

(A2) For t ∈ [0,T ], the resolvent R(λ, A(t)) = (λ − A(t))−1 exists for all λ with Re λ ≤ 0 and there is a
constant M such that

‖R(λ, A(t))‖ ≤
M
|λ| + 1

for Re λ ≤ 0, t ∈ [0,T ].

(A3) There exists a constant L > 0 such that∥∥∥(A(t) − A(s))A(τ)−1
∥∥∥ ≤ L |t − s| for s, t, τ ∈ [0,T ].

Remark 4.2. In contrast to the notation of Chapter 2, now and in the following, −A(t) is the generator of
the semigroup e−sA(t) for s ≥ 0. Since numerical time integrators are in practice often applied to semi-
discretized PDEs and the semigroup generated by a matrix A coincides with the exponential function of
A, this change of notation is evident.
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4.1 Construction of the Integrator

This section is based on [12]. A full numerical analysis including the proof of convergence is not
available at this point and will be reported elsewhere.

Let τ ∈ [0,T ] be small. We start by deriving an approximation for u(τ): Theorem 2.8 states that the
solution u of (4.1) at time τ is given by

u(τ) = U(τ, 0)u(0) = U(τ, 0)u0 ,

where (t, s) 7→ U(t, s) is the evolution system that we constructed to solve (4.1). It serves as the propa-
gator of the solution. We want to approximate this evolution system and use the ansatz (2.4) to find

u(τ) = U(τ, 0)u(0) = e−τA0u0 +

∫ τ

0
e−(τ−s)A(s)R(s, 0)u0 ds , (4.2)

where the operator R(τ, 0) is by (2.7) the solution of the integral equation

R(τ, 0) = R1(τ, 0) +

∫ τ

0
R1(τ, s) R(s, 0) ds

with
R1(τ, s) B

(
A(s) − A(τ)

)
e−(τ−s)A(s) .

Remark 4.3. The final numerical scheme will only require evaluations of t 7→ A(t) at certain nodes, thus
we use the following abbreviations

A0 B A(0), A1/2 B A( τ2 ), A1 B A(τ) .

We apply the following two approximations

• From Section 2.2.1, we know

R(τ, 0) =

∞∑
m=1

Rm(τ, 0), ‖Rm(τ, 0)‖ ≤
Cm

(m − 1)!
τm−1

and hence the truncation of the series

R(s, 0) =

∞∑
m=1

Rm(s, 0) ≈ R1(s, 0) =
(
A(0) − A(s)

)
e−sA0

gives at least a first order approximation.

• In (4.2) we fix the semigroup in the integrand∫ τ

0
e−(τ−s)A(s)R(s, 0)u0 ds ≈

∫ τ

0
e−(τ−s)A1R(s, 0)u0 ds .

and define ũ(t) ≈ u(t) as

ũ(τ) = e−τA0u0 +

∫ τ

0
e−(τ−s)A1R1(s, 0)u0 ds . (4.3)

Remark 4.4. Under supplementary assumptions, as the continuous differentiability of t 7→ A(t)A(0)−1,
it can be shown that ũ(τ) is a fourth order approximation of u(τ).
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Continuing with (4.3), we replace the integrand R1(s, 0) by its quadratic interpolation polynomial at
the nodes θ = 0, 1/2, 1. Since R1(0, 0) = 0, we obtain

R1(θτ, 0) ≈ p(θτ) = θ
(
4R1

(
τ
2 , 0

)
− R1(τ, 0)

)
+ 2θ2

(
R1(τ, 0) − 2R1

(
τ
2 , 0

))
. (4.4)

Inserting the interpolation polynomial p into ũ(τ), we find

ũ(τ) = e−τA0u0 + τ

∫ 1

0
e−τ(1−θ)A1R1(τθ, 0)u0 dθ

≈ e−τA0u0 + τ

∫ 1

0
e−τ(1−θ)A1 p(θτ)u0 dθ

= e−τA0u0 + τ

∫ 1

0
e−τ(1−θ)A1θ dθ

(
4R1

(
τ
2 , 0

)
− R1(τ, 0)

)
+ 4τ

∫ 1

0
e−τ(1−θ)A1

θ2

2
dθ

(
R1(τ, 0) − 2R1

(
τ
2 , 0

))
C û(τ)

Remark 4.5. Exponential integrators are a special class of explicit numerical methods for the time inte-
gration of stiff differential equations. Normally, exponential methods are derived by linearizing differ-
ential equations and then using the variation of constants formula to find a proper numerical scheme. It
is naturally to this approach that there arise functions of the type

ϕk(z) B
∫ 1

0
e(1−θ)z θk−1

(k − 1)!
dθ k ≥ 1. (4.5)

By using operator calculus we to evaluate ϕk(−τA) for linear operators A. This is done by understanding

erA

as the C0 semigroup generated by A. Thus we are only allowed to insert infinitesimal generators of C0
or analytic semigroups into the ϕk:

ϕk(−τA) B
∫ 1

0
e−τ(1−θ)A θk−1

(k − 1)!
dθ .

A very readable introduction into the theory of exponential integrators is [13].

Lemma 4.6 ([13, Lemma 2.4]). For a infinitesimal generator A of a strongly continuous semigroup, the
operators ϕk(−τA), as defined in the above remark, are bounded with respect to the underlying Banach
space X.

Proof. The bound follows from
∥∥∥e−τA

∥∥∥ ≤ C and the estimate

‖ϕk(−τA)‖ ≤
∫ 1

0

∥∥∥eτ(1−θ)A
∥∥∥ θk−1

(k − 1)!
dθ

≤ C
∫ 1

0

θk−1

(k − 1)!
dθ

≤ C
1
k!
.

�
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Applying the definitions of the above remark to û(τ), we obtain

û(τ) = e−τA0u0 + τϕ2(−τA1)
(
4R1

(
τ
2 , 0

)
− R1(τ, 0)

)
u0 + 4τϕ3(−τA1)

(
R1(τ, 0) − 2R1

(
τ
2 , 0

))
u0

and by reordering and expanding the R1(·, 0) terms

û(τ) = e−τA0u0 + τϕ2(−τA1)
(
4R1

(
τ
2 , 0

)
− R1(τ, 0)

)
u0 + 4τϕ3(−τA1)

(
R1(τ, 0) − 2R1

(
τ
2 , 0

))
u0

= e−τA0u0 + 4τ
(
ϕ2(−τA1) − 2ϕ3(−τA1)

)
R1

(
τ
2 , 0

)
u0 + τ

(
4ϕ3(−τA1) − ϕ2(−τA1)

)
R1

(
τ
2 , 0

)
u0

= e−τA0u0 + 4τ
(
ϕ2(−τA1) − 2ϕ3(−τA1)

)(
A0 − A1/2

)
e−

τ
2 A0u0

+ τ
(
4ϕ3(−τA1) − ϕ2(−τA1)

)(
A0 − A1

)
e−τA0u0 .

We now define a numerical scheme, that approximates u(tn+1) starting at u(tn).

Definition 4.7 (Numerical Scheme). Let un ≈ u(tn) be the numerical approximation to the exact solution
at time

tn = nτ, n = 0, 1, 2, . . .

then the above constructed method defines a one-term recursion, given by

un+1 = Tnun (4.6)

with the discrete evolution operator

Tn B e−τAn + 4τ
(
ϕ2(−τAn+1) − 2ϕ3(−τAn+1)

)(
An − An+ 1

2

)
e−

τ
2 An

+ τ
(
4ϕ3(−τAn+1) − ϕ2(−τAn+1)

)(
An − An+1

)
e−τAn ,

(4.7)

We refer to (4.7) as ExpInt.

The construction of Tn suggests that it adheres to a local error bound of order four and a global
convergence of order three.

4.2 Application of ExpInt to our Problem

Recall the ODE (3.17) we derived:

d
dt

[
Mh(t)u(t)

]
= −Sh(t)u(t)

with the initial value u(0) = u0. We want to apply the integrator (4.7) to this problem and thus have to
transform it into a Cauchy problem formulation. Let

y(t) = Mh(t)u(t) . (4.8)

We then apply (4.8) to (3.17) to obtain the equivalent problem

d
dt

y(t) + Sh(t)Mh(t)−1y(t) = 0 (4.9)

with y(0) = Mh(0)u(0).
Now having the formulation (4.9) at hand we could apply ExpInt right away. But we can not ex-

pect the integrator to approximate the solution of (4.9) without verifying (A1) - (A3) and the additional
smoothness assumptions that are made during the numerical analysis of the time integrator. Since the
latter are not yet fully stated, we concentrate on showing that (4.9) satisfies (A1) - (A3).
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4.2.1 First Assumption: Domain of the Operator

First we consider:

(A1) The domain D(A(t)) = D of A(t), 0 ≤ t ≤ T is dense in X and independent of t.

We apply the integrator (4.7) to the ODE (4.9), thus the operator A(t) is in fact a matrix:

A(t) = Ah(t) = Sh(t)Mh(t)−1 ∈ Rd×d . (4.10)

Remark 4.8. Ah(t) can be understood as the discretization of the operator Ã(t) we constructed in Section
2.3: If we assume there are Ã(t) such that the theory of chapter 2 can be applied, we can use a FEM as in
[7, Chapter 3] to obtain a discrete version of Ã(t). We expect the discretized Ã(t) to behave in the same
way as Ah(t). Of course, this association can only be used to better understand the properties of Ah(t),
since e.g. in our example also the mass matrix is time dependent.

At a first glance it seems like all the difficulties we encountered when considering the abstract differ-
ential equation in a Banach space setting vanished, since our problem is of finite dimension. But with
Ah(t) being itself the result of a spatial discretization, these difficulties are just hidden.

At this point it is not yet clear how to choose an underlying Banach space, respectively a norm on
Rd, which we can use to prove estimates as in (A2) and (A3). This norm will naturally arise in the proof
of (A2). Nevertheless, we can make some basic considerations concerning (A1):

1. Obviously Ah(t) depends on h, the parameter of the spatial discretization. As h→ 0 the dimension
of the linear system d goes to infinity, thus making any constants depending on d useless. These
issues arise during a full-discretization of a PDE and can lead to an overall order reduction (see
e.g. [20]). Hence for a uniform - independently of the spatial discretization h - convergence of the
time integrator it is necessary to find constants fulfilling our assumptions independently of d and
h.

2. As far as (A1) is concerned we want to emphasize that the identification mapping

Πh(t) : Rd → Vh(t), y = (yi)d
i=1 7→

d∑
i=1

yiϕi(t, ·) .

as defined in (3.15) assures that vectors always correspond functions in H1
0(Ωh

t ). As a consequence
these vectors will always lie in the domain of the formal differential operator limh→0 Ah(t).

Nonetheless, if f ∈ L2(Ωh
t ) and fh is the sequence of vectors such that Πh(t)fh is the discretization

of f with respect to Vh(t), we can expect

lim
h→0
‖Ah(t)fh‖ ≤ c

only if f ∈ H1
0(Ωh

t ), whereas in general

lim
h→0
‖Ah(t)fh‖ = ∞ .

4.2.2 Second Assumption: Resolvent Estimate

This section is concerned with the proof of:

(A2) For t ∈ [0,T ], the resolvent R(λ, A(t)) = (λ − A(t))−1 exists for all λ with Re λ ≤ 0 and there is a
constant M such that

‖R(λ, A(t))‖ ≤
M
|λ| + 1

for Re λ ≤ 0, t ∈ [0,T ].

Note that the right norm ‖·‖ to use for the above estimate is yet to determine and (A2) and (A3) have to
hold with respect to the same norm.

The proof is given in three steps. In the first two steps we omit the time dependence, since the third
step tackles these problems separately.
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First Step: Initial Estimate

For fixed t ∈ [0,T ], let Ω = Ωh
t . We set H = L2(Ω) and V = H1

0(Ω). Our starting point is the following
stationary problem: Let λ ∈ C, α > 0 and f ∈ V ′. Find u ∈ V such that

λ(u, v)H + α

∫
Ω

∇u · ∇v dx = 〈 f , v〉 for all v ∈ V . (4.11)

For further treatment of (4.11), we define the bilinear form

a(w, v) = α

∫
Ω

∇w · ∇v dx (4.12)

on V × V . It is bounded and V-elliptic, i.e. there exist constants Ma,ma > 0 such that

|a(w, v)| ≤ Ma ‖v‖V ‖w‖V for all w, v ∈ V (boundedness)

a(w,w) ≥ ma ‖w‖2V for all w ∈ V (V-ellipticity) .

Remark 4.9. Recall that we want to transfer our results for the stationary problem to our PDE on an
evolving domain. Therefore we have to bear in mind that constants could possibly become time depen-
dent in that process. For example, the constant ma > 0 depends on the domain Ω. Thus it is necessary
to take a closer look: By [8, (7.44)] each w ∈ H1

0(Ω) satisfies

‖w‖L2(Ω) ≤

(
|Ω|

π

) 1
2

‖∇w‖L2(Ω)

where |Ω| denotes the area of Ω. Hence

‖w‖2L2(Ω) + ‖∇w‖2L2(Ω) ≤

(
1 +
|Ω|

π

)
‖∇w‖2L2(Ω)

and therefore with ‖w‖2V = ‖w‖2L2(Ω) + ‖∇w‖2L2(Ω)

a(w,w) = α

∫
Ω

∇w · ∇w dx = α ‖∇w‖2L2(Ω)

≥
α

1 +
|Ω|
π

‖w‖2V .

Therefore
ma =

α

1 +
|Ω|
π

. (4.13)

The constant Ma is independent of Ω, because it can be obtained by the Cauchy-Schwarz inequality and
a trivial estimate.

As seen in the passage preceding [11, Lemma 14.5] the complex Lax-Milgram lemma [11, Lemma
14.5] is applicable to a. Moreover we can find an angle φ such that∣∣∣∣∣∣∣arg(

a(v, v)

‖v‖2V
)

∣∣∣∣∣∣∣ ≤ φ where cos(φ) =
ma

Ma

due to the boundedness and V-ellipticity of a.
For our purpose it suffices to solve the corresponding finite dimensional problem. Suppose Vh ⊂ V

with dim Vh = d. We are interested in a solution in Vh: Let λ ∈ C and f ∈ (Vh)′. Find uh ∈ Vh such that

λ(uh, vh)H + α

∫
Ω

∇uh · ∇vh dx = 〈 f , vh〉 for all vh ∈ Vh. (4.14)
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Theorem 4.10 ([11, Lemma 14.6]). Let φ < θ < π
2 and f ∈ H. Moreover let λ , 0 and

λ ∈ Σθ B {z ∈ C |
∣∣∣arg(z)

∣∣∣ ≤ π − θ} .
Then there exists a unique solution uh ∈ Vh of (4.14) and a constant cθ = |sin(θ − φ)|−1 such that

‖uh‖H ≤
cθ
|λ|
‖ f ‖H . (4.15)

Proof. Since Vh ⊂ H is a Hilbert space with respect to ‖·‖V the theorem is a simple application of [11,
Lemma 14.6]. �

Remark 4.11. To derive the above result, a complexification method has to be applied to the bilinear
form a(·, ·). We ignore this fact, since it leaves the rest unchanged. Nonetheless the scalar products
(·, ·) appearing in the rest of this section are linear with respect to to the second argument and conjugate
symmetric.

In the following we will often switch between the finite dimensional problem in the function space Vh

and the corresponding problem in Rd. Recall that we chose Ω = Ωh
t , in accordance we now set ϕi(·) =

ϕi(t, ·) (cf. (3.3)) and Vh = Vh(t) (cf. (3.11)). For fixed h and d such that Vh = span{ϕ1(·), . . . , ϕd(·)} the
transition can then be done by the mapping

Πh : Rd → Vh, y = (yi)d
i=1 7→

d∑
i=1

yiϕi(·). (4.16)

At this point we overload the norm ‖·‖H: If wh, vh are a functions in Vh with dim Vh = d, we have

(wh, vh)H =

∫
Ω

wh vh dx

whereas for vectors y, x ∈ Rd, we set
(y, x)H = y∗Mhx

where y∗ denotes the conjugate transposed vector to y. An important property of the above definition is

(y, x)H = (Πhy,Πhx)H (4.17)

and thus
‖y‖H = ‖Πhy‖H .

Lemma 4.12. Let f ∈ Rd, then ∥∥∥(λ + M−1
h Sh)−1f

∥∥∥
H ≤

cθ
|λ|
‖f‖H (4.18)

for λ ∈ Σθ and λ , 0.

Proof. (4.14) is equivalent to

λ(uh, ϕi)H + α

∫
Ω

∇uh · ∇ϕi dx = 〈 f , ϕi〉 , 1 ≤ i ≤ d .

Assume f ∈ Vh ⊂ H, then 〈 f , ·〉 = ( f , ·)H . Set f,u ∈ Rd such that Πhf = f and Πhu = uh. With the
definition of Mh, Sh we can write the above problem equivalently as

(λMh + Sh)u = Mhf .

By Theorem 4.10 (4.14) has a unique solution. Therefore the existence of the inverse is given and

(λMh + Sh)−1Mhf = (λ + M−1
h Sh)−1f = u . (4.19)

With (4.17) and (4.15) we get∥∥∥(λ + M−1
h Sh)−1f

∥∥∥
H = ‖u‖H = ‖uh‖H ≤

cθ
|λ|
‖ f ‖H =

cθ
|λ|
‖f‖H

for λ ∈ Σθ and λ , 0. �
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A closer look at our operator Ah = ShM−1
h reveals that (4.18) is not yet the estimate we are looking

for:
Note that we used the transformation (4.8) and thus we have to be careful to use the correct norms.

Defining
‖y‖2G = y∗M−1

h y (4.20)

seems to be appropriate due to the identity

‖Mhu‖G = ‖u‖H . (4.21)

Then (4.18) implies

∥∥∥(λ + ShM−1
h )−1

∥∥∥
G = sup

z,0

∥∥∥(λ + ShM−1
h )−1z

∥∥∥
G

‖z‖G

= sup
f,0

∥∥∥(λ + ShM−1
h )−1Mhf

∥∥∥
G

‖Mhf‖G

= sup
f,0

∥∥∥Mh(λ + M−1
h Sh)−1f

∥∥∥
G

‖Mhf‖G

= sup
f,0

∥∥∥(λ + M−1
h Sh)−1f

∥∥∥
H

‖f‖H
≤

cθ
|λ|
.

Since Mh is invertible for all h, the transformation z = Mhf is admissible.

Results for the Mass and Stiffness Matrices

We will now state some results about the mass and stiffness matrix. Although we omitted the time
dependencies, these results hold for each t ∈ [0,T ] in the corresponding way.

Let us recall the definition of the mass and stiffness matrix(
Mh

)
i, j =

∫
Ω

ϕi(x) ϕ j(x) dx

(
Sh

)
i, j = α

∫
Ω

∇ϕi(x) · ∇ϕ j(x) dx .

Both Mh and Sh are symmetric

Mh = Mᵀh = M∗
h, Sh = Sᵀh = S∗h

by definition. Moreover, Mh is positive definite

y∗Mhy =

∫
Ω

 d∑
i=1

yiϕi(x)


2

dx =

∫
Ω

(Πhy)2 dx = ‖Πhy‖2H > 0 ,

because Πhy , 0 for y , 0. Note, that there is no uniform lower bound with respect to h since
supp(ϕi)→ 0 for h→ 0. Since the bilinear form a (cf. (4.12)) is V-elliptic, we have

a(uh, uh) ≥ ma ‖uh‖
2
V ≥ ma ‖uh‖

2
H

for all uh ∈ Vh. This can be rewritten as

y∗Shy = a(Πhy,Πhy) ≥ ma ‖Πhy‖H = may∗Mhy . (4.22)
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Thus Sh is also positive definite.
Given Mh and Sh positive definite and symmetric, both matrices have an inverse. Moreover, we are

even able to define their square roots: There exist matrices M1/2
h and S1/2

h such that

M1/2
h M1/2

h = Mh, S1/2
h S1/2

h = Sh .

Both square roots are themselves positive definite and symmetric. Furthermore we are able to define
square roots for the inverse matrices M−1

h and S−1
h denoted by M−1/2

h , S−1/2
h . It is easy to verify a matrix,

its inverse and the corresponding square roots commute.
Since we decided for a norm on the finite element space, we can now state some bounds.

Lemma 4.13. Let |Ω| denote the area of Ω, then

‖Mh‖H ≤ ‖Mh‖2 , ‖Mh‖G ≤ ‖Mh‖2

and
‖Mh‖2 ≤ |Ω| .

Proof. We give the proof in three steps:

• For y ∈ Rd we have

‖Mhy‖2H = y∗M∗
hMhMhy = y∗M3

hy =
∥∥∥∥MhM1/2

h y
∥∥∥∥2

2
≤ ‖Mh‖

2
2

∥∥∥∥M1/2
h y

∥∥∥∥2

2
= ‖Mh‖

2
2 ‖y‖

2
H

‖Mhy‖2G = y∗Mhy =
∥∥∥∥MhM−1/2

h y
∥∥∥∥2
≤ ‖Mh‖

2
2 ‖y‖

2
G

Thus ‖Mh‖H , ‖Mh‖G ≤ ‖Mh‖2.

• We show the continuity of Πh with respect to to ‖·‖H: Let y ∈ Rd, then

‖Πhy‖2H =

∫
Ω

 d∑
i=1

yiϕi(x)


2

dx =

∫
Ω

(
y · (ϕi(x))d

i=1

)2
dx

≤

∫
Ω

(
‖y‖2

∥∥∥(ϕi(x))d
i=1

∥∥∥
2

)2
dx

= ‖y‖22

∫
Ω

d∑
i=1

ϕi(x)2 dx

≤ ‖y‖22 |Ω| .

For the last inequality we used ϕi(x) ≤ 1, which implies ϕi(x)2 ≤ ϕi(x). Since
∑d

i=1 ϕi(x) ≤ 1 for
all x ∈ Ω, ∫

Ω

d∑
i=1

ϕi(x)2 dx ≤
∫

Ω

d∑
i=1

ϕi(x) dx ≤ |Ω| .

• Let y ∈ Rd, then

‖Mhy‖22 =

d∑
i=1

(Πhy, ϕi)2
H ≤

d∑
i=1

‖Πhy‖2H ‖ϕi‖
2
H ≤ ‖Πhy‖2H

d∑
i=1

‖ϕi‖
2
H ≤ |Ω|

2 ‖y‖22 .

where used the second estimate to bound ‖Πh(t)y‖2Ω and the same trick as above
to bound

∑d
i=1 ‖ϕi‖

2
H .

Overall we have
‖Mh‖H , ‖Mh‖G ≤ ‖Mh‖2 ≤ |Ω| (4.23)

which holds independently of h and d. �
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Let us continue with the boundedness of the inverse stiffness matrix:

Lemma 4.14. The following bound holds:

∥∥∥∥(ShM−1
h

)−1
∥∥∥∥

G
≤

1
ma

. (4.24)

Proof. We consider Th := ShM−1
h as a positive, self-adjoint operator on a Hilbert space with inner

product (·, ·)G:

(y,Thy)G = y∗M−1
h ShM−1

h y = (ShM−1
h y)∗M−1

h y = (Thy, y)G,

(y,Thy)G = y∗M−1
h ShM−1

h y = (M−1
h y)∗ShM−1

h y > 0 for y , 0.

Note that this guarantees the existence of the square root T1/2
h of Th with respect to (·, ·)G always exists:

(x,Thy)G = (T1/2
h x,T1/2

h y)G with T1/2
h = M1/2

h S1/2
h M−1

h .
Now we can deduce

sup
y,0

(y,Thy)G

(y, y)G
= sup

y,0

(T1/2
h y,T1/2

h y)G

(y, y)G
= sup

y,0

∥∥∥∥T1/2
h y

∥∥∥∥2

G

‖y‖2G
=

∥∥∥∥T1/2
h

∥∥∥∥2

G
.

With

sup
y,0

(y,Thy)G

(y, y)G
≤ sup

y,0

‖Thy‖G ‖y‖G
‖y‖2G

≤ ‖Th‖G

and

‖Th‖G = sup
y,0

‖Thy‖G
‖y‖G

≤

∥∥∥∥T1/2
h

∥∥∥∥
G

sup
y,0

∥∥∥∥T1/2
h y

∥∥∥∥
G

‖y‖G
=

∥∥∥∥T1/2
h

∥∥∥∥2

G
= sup

y,0

(y,Thy)G

(y, y)G

we have

‖Th‖G = sup
y,0

(y,Thy)G

(y, y)G
. (4.25)

Applying this result to T−1
h , we find

∥∥∥T−1
h

∥∥∥
G = sup

x,0

(x,T−1
h x)G

(x, x)G
= sup

x,0

(T−1/2
h x,T−1/2

h x)G

(x, x)G
= sup

y,0

(y, y)G

(T1/2
h y,T1/2

h y)G
= sup

y,0

(y, y)G

(y,Thy)G

and thus ∥∥∥T−1
h

∥∥∥−1
G = inf

y,0

(y,Thy)G

(y, y)G
. (4.26)

With (4.22) and (4.26), we obtain

∥∥∥T−1
h

∥∥∥−1
G = inf

x,0

(x,Thx)G

(x, x)G
= inf

x,0

x∗M−1
h ShM−1

h x
x∗M−1

h x
= inf

y,0

y∗Shy
y∗Mhy

≥ ma

which proves the bound (4.24). �
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Second Step: Resolvent Estimate on the Half Plane

In this step we want to obtain an estimate for the resolvent R(λ,Ah) = (λ − Ah)−1 of Ah. At this point
our bound has a singularity at λ = 0, this step will deal with proving a bound that holds uniformly on
the left half plane of C. Recall that

Ah = ShM−1
h .

Since
∣∣∣arg(λ)

∣∣∣ ≤ π − θ implies Re λ ≥ 0 for θ < π
2 , we have∥∥∥(λ + Ah)−1

∥∥∥
G ≤

cθ
|λ|
, λ ∈ Σθ, λ , 0 =⇒

∥∥∥(λ − Ah)−1
∥∥∥

G ≤
cθ
|λ|
, Re λ ≤ 0, λ , 0 .

We start with the proof of a new resolvent bound: Let Re λ ≤ 0.

• For |λ|
∥∥∥A−1

h

∥∥∥
G ≤

1
2 , we can apply the Neumann series

(λ − Ah)−1 = −A−1
h (1 − λA−1

h )−1 = −A−1
h

∞∑
k=0

(λA−1
h )k

and with
∑∞

k=0
1
2k = 1 therefore

∥∥∥(λ − Ah)−1
∥∥∥

G ≤
∥∥∥A−1

h

∥∥∥
G ≤

∥∥∥A−1
h

∥∥∥
G

|λ| + 1
.

• On the other hand, for all other λ we find

|λ| (1 + 2
∥∥∥A−1

h

∥∥∥
G) > ( |λ| + 1) ,

since |λ|
∥∥∥A−1

h

∥∥∥
G > 1

2 . Thus ∥∥∥(λ − Ah)−1
∥∥∥

G ≤
cθ
|λ|

<
cθ (1 + 2

∥∥∥A−1
h

∥∥∥
G)

|λ| + 1
.

Altogether we obtain for Re λ ≤ 0

∥∥∥(λ − Ah)−1
∥∥∥

G ≤
cθ (1 + 2

∥∥∥A−1
h

∥∥∥
G)

|λ| + 1
. (4.27)

A bound for
∥∥∥A−1

h

∥∥∥
G was given in Lemma 4.14. Observe that the bound in (4.27) has no singularity at

λ = 0.

Third Step: Dealing with Time Dependencies

At this point it seems like we already have what we need, but we omitted time dependencies in the above
steps. Since the domain Ωh

t of our discrete partial differential equation evolves in time, even the norms
are time dependent: For all λ with Re λ ≤ 0, we have

∥∥∥(λ − Sh(t)Mh(t)−1)−1
∥∥∥

G(t) ≤
cθ(t) (1 + 2

∥∥∥Mh(t)Sh(t)−1
∥∥∥

G(t))

|λ| + 1
. (4.28)

To satisfy (A1) we have to find a time independent norm and control the size of the constants cθ(t) and∥∥∥Sh(t)Mh(t)−1
∥∥∥

G(t). We start with choosing a new norm:
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We search a norm ‖·‖∗, independent of t, such that it is equivalent to ‖·‖G(t) on Rd in the sense:

‖·‖∗ ∼ ‖·‖G(t) :⇐⇒ c ‖·‖G(t) ≤ ‖·‖∗ ≤ C ‖·‖G(t) (4.29)

for all t ∈ [0,T ] with constants C > c > 0 independent of the time t, the spatial discretization h and the
dimension of the system d.

A norm satisfying (4.29) needs to be similar to ‖·‖G(t) since any standard euclidean or maximum norm
can only be bounded by constants dependent on d. Another difficulty is the general handling of ‖·‖G(t)
since it is defined by the inverse mass matrices Mh(t)−1, t ∈ [0,T ]. ‖·‖H(t) on Rd with ‖y‖2H(t) = y∗Mh(t)y
on the other hand can be evaluated more easily. We use the following technical lemma to transfer a
‖·‖H(t) equivalency to a ‖·‖G(t)-norm equivalency:

Lemma 4.15. For symmetric, positive definite matrices A and B assume that the generalized Rayleigh
quotient satisfies

c ≤
x∗Ax
x∗Bx

≤ C, x , 0. (4.30)

Then, for the inverse matrices we have

C−1 ≤
x∗A−1x
x∗B−1x

≤ c−1, x , 0. (4.31)

Proof. Substituting y = B1/2x in (4.30) shows

c ≤
y∗B−1/2AB−1/2y

y∗y
≤ C, y , 0.

By (4.25) and (4.26) (for the 2-norm), this yields∥∥∥B−1/2AB−1/2
∥∥∥

2 ≤ C,
∥∥∥B1/2A−1B1/2

∥∥∥
2 ≤ c−1.

Thus we have

sup
x,0

x∗A−1x
x∗B−1x

= sup
y,0

y∗B1/2A−1B1/2y
y∗y

=
∥∥∥B1/2A−1B1/2

∥∥∥
2 ≤ c−1

and analogously

inf
x,0

x∗A−1x
x∗B−1x

= inf
y,0

y∗B1/2A−1B1/2y
y∗y

=
∥∥∥B−1/2AB−1/2

∥∥∥−1
2 ≥ C−1.

This completes the proof. �

With the result of the above Lemma we now turn to the proof of

‖·‖H(0) ∼ ‖·‖H(t) . (4.32)

Note that the choice t = 0 is for convenience, any other fixed t0 ∈ [0,T ] is also acceptable. The
equivalency of the norms then follows from the construction of the basis functions ϕi(t, ·), i = 1, . . . , d
and the regularity of Φh(t, ·):

y∗Mh(t)y =

∫
Ωh

t

 d∑
i=1

yiϕi(t, x)


2

dx =

∫
Ωh

0

 d∑
i=1

yiϕi(t,Φh(t, x))


2

|det JxΦh(t, x)| dx

≤ ‖det JxΦh(t, ·)‖L∞(Ωh
0)

∫
Ωh

0

 d∑
i=1

yiϕi(0, x)


2

dx

= ‖det JxΦh(t, ·)‖L∞(Ωh
0) ‖y‖

2
H(0)

≤ sup
t∈[0,T ]

‖det JxΦh(t, ·)‖L∞(Ωh
0) y∗Mh(0)y.
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Since Φh(t, ·) is a piecewise interpolation of Φ(t, ·) (cf. (3.1)), Φh(t, ·) is a (piecewise) diffeomorphism
and Φh(·, y) is continuously differentiable for each y ∈ Ω0. Thus, with Assumption 1.1, we find a bound
for supt∈[0,T ] ‖det JxΦh(t, ·)‖L∞(Ωh

0) independent of h. The other inequality in (4.32)

‖·‖∗ ≤ C ‖·‖H(t)

can be obtained analogously by bounding supt∈[0,T ]

∥∥∥det JxΦ
−1
h (t, ·)

∥∥∥
L∞(Ω0).

Altogether we obtain the existence of some constants C, c > 0 independent of h and t such that

c ≤
y∗Mh(0)y
y∗Mh(t)y

≤ C

for all y ∈ Rd, y , 0 and t ∈ [0,T ]. The above Lemma now gives

C−1 ≤
‖y‖2G(0)

‖y‖2G(t)

=
y∗Mh(0)−1y
y∗Mh(t)−1y

≤ c−1

for all y ∈ Rd. For an arbitrary operator linear A : Rd → Rd we thus have

‖A‖G(0) = sup
y,0

‖Ay‖G(0)

‖y‖G(0)
≤ c−1C−1 sup

y,0

‖Ay‖G(t)

‖y‖G(t)
≤ c−1C−1 ‖A‖G(t) .

Therefore by (4.28)

∥∥∥(λ − Sh(t)Mh(t)−1)−1
∥∥∥

G(0) ≤ C
cθ(t) (1 + 2

∥∥∥Mh(t)Sh(t)−1
∥∥∥

G(t))

|λ| + 1
. (4.33)

with a constant C independent of h and t, whereas cθ(t) and
∥∥∥Mh(t)Sh(t)−1

∥∥∥
G(t) can be bounded as

follows:

• We can bound the V-ellipticity constant ma(t) of a(·, ·) defined in (4.12) by

ma(t) =
α

1 +
|Ωt |
π

≥
α

1 +
ω∗
π

C ma∗

where ω∗ = maxt∈[0,T ] |Ωt|. With Lemma 4.14 we then have∥∥∥Mh(t)Sh(t)−1
∥∥∥

G(t) ≤
1

ma(t)
≤

1
ma∗

. (4.34)

• To bound cθ(t) we have to take a closer look at several interdependencies: Recall that the angle
φ(t) > 0 was determined by the bilinear form a(·, ·) and was given by:

cos(φ(t)) =
ma(t)
Ma

≥
ma∗

Ma
> 0 .

The cosine function is monotonously decreasing on [0, π2 ], hence there exists some φ∗ > 0 such
that 0 < φ(t) ≤ φ∗ < π

2 . For each t ∈ [0,T ] we have to choose some θ(t) sufficing φ(t) < θ(t) < π
2 .

The exact sector Σθ(t) is no longer of interest to us since we only need the estimate (4.15) to hold
for λ , 0 in the left half plane {Re λ ≤ 0}. The constant cθ(t) is then given by

cθ(t) =
1

|sin(θ(t) − φ(t))|
=

1
sin(θ(t) − φ(t))

since θ(t) > φ(t) by assumption. The function x 7→ sin(x)−1 is monotonously decreasing on
x = θ(t) − φ(t) ∈ (0, π2 ), thus we have to find a lower bound for θ(t) − φ(t):
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Set θ(t) ≈ π
2 constant in t such that

0 < φ∗ < θ(t) = θ <
π

2
then

θ(t) − φ(t) ≈
π

2
− φ(t) ≥

π

2
− φ∗ > 0

and
cθ(t) = sin(θ(t) − φ(t))−1 ≤ sin( π/2 − φ∗)−1 C c∗θ . (4.35)

We define the following abbreviation:

(·, ·)∗ B (·, ·)G(0), ‖·‖∗ B ‖·‖G(0) . (4.36)

By taking together (4.34), (4.35) and (4.33) we obtain:
Let λ be in the left half plane {Re λ ≤ 0}. Then there exists a constant M independent of h and t such

that

‖R(λ,Ah)‖∗ =
∥∥∥(λ − Sh(t)Mh(t)−1)−1

∥∥∥
∗
≤ C

cθ(t) (1 + 2
∥∥∥Mh(t)Sh(t)−1

∥∥∥
G(t))

|λ| + 1

≤
C c∗θ (1 + 2/ma∗)

|λ| + 1

≤
M
|λ| + 1

.

This completes the poof of assumption (A2).

4.2.3 Third Assumption: Lipschitz Continuity

We now discuss:

(A3) There exists a constant L > 0 such that∥∥∥(A(t) − A(s))A(τ)−1
∥∥∥ ≤ L |t − s| for s, t, τ ∈ [0,T ].

Again, at this point we are not able to give the proof of (A3) but we want to state some basic considera-
tions.
Remark 4.16. Observe that it suffices to show, that there exists a constant L′ > 0 such that∥∥∥A(t)A(s)−1 − Id

∥∥∥ ≤ L′ |t − s| .

Both Lipschitz estimates are equivalent since
∥∥∥A(s)A(τ)−1

∥∥∥ can be uniformly bounded in τ and s.
The mappings Φ(t, ·) are Lipschitz continuous by assumption. Since the time dependence of the

matrices is the consequence of the discrete evolving domain Ωh
t = Φh(t,Ω0), it seems like the Lipschitz

continuity can be transferred directly from Φ(t, ·) to the operators Ah(t). Taking a closer look at the
matrices, the componentwise Lipschitz continuity is in fact easy to see as

Mh(t)i, j =

∫
Ωh

t

ϕi(t, x)ϕ j(t, x) dx

=

∫
Ωh

s

ϕi(t,Φh(t,Φ−1
h (s, x)))ϕ j(t,Φh(t,Φ−1

h (s, x)))
∣∣∣det(JxΦh(t,Φ−1

h (s, x)))
∣∣∣ dx

=

∫
Ωh

s

ϕi(s, x)ϕ j(s, x)
∣∣∣det(JxΦh(t,Φ−1

h (s, x)))
∣∣∣ dx

= Mh(s)i, j +

∫
Ωh

s

ϕi(s, x)ϕ j(s, x)
( ∣∣∣det(JxΦh(t,Φ−1

h (s, x)))
∣∣∣ − 1

)
dx

≤
( ∥∥∥ ∣∣∣det(JxΦh(t,Φ−1

h (s, x)))
∣∣∣ − 1

∥∥∥
L∞(Ωh

s ) + 1
)
Mh(s)i, j ,
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and the uniform Lipschitz continuity of Φ(·, y) implies

sup
x∈Ωs

∣∣∣Φh(t,Φ−1
h (s, x)) − x

∣∣∣ ≤ C |t − s| .

Analogously but certainly more complicated, we can derive a componentwise Lipschitz estimate for the
stiffness matrix Sh(t).

Recall that the Lipschitz estimate has to hold with respect to the same norm as the resolvent estimate,
therefore a componentwise relation, as shown above, is of little use. We have to consider∥∥∥A(t)A(s)−1 − Id

∥∥∥ =
∥∥∥Ah(t)Ah(s)−1 − Id

∥∥∥
∗

=
∥∥∥Sh(t)Mh(t)−1Mh(s)Sh(s)−1 − Id

∥∥∥
G(0)

= sup
y,0

∥∥∥(Sh(t)Mh(t)−1Mh(s)Sh(s)−1 − Id
)
y
∥∥∥

G(0)

‖y‖G(0)
.

As we have seen in the proof of (A2), we probably need functional analytic tools to derive a bound, that
holds independently of h and d.



72



Chapter 5

Numerical Tests

To show that ExpInt works as it is supposed to, we implemented a numerical simulation to test its
order of convergence, before the work on the convergence proof of ExpInt began. Since the theoretical
evidence of convergence can be very elaborate and sophisticated, this prevents us from putting to much
work into a method that is of little practical benefit.

During this section we will discuss some features of our implementation, the exact example we chose
to run our numerical tests and of course the results of our numerical tests.

5.1 Implementation

Matlab 2012a, a numerical computing environment, perfectly suites our purpose: It provides us with
a closed and easy to use environment, including tools for visualization and triangulation of domains, as
well as a reasonable performance. Performance issues are always important and the programis not yet
optimized with respect to computationally costs. This was beyond the scope of this thesis.

As the discretization process, our program is basically divided into two parts: The assembly of the
mass and stiffness matrices for arbitrary times t and the application or adaption of the numerical time
integrators to the ODEs.

5.1.1 Assembly of the Matrices

Recall the ODE of which we want to approximate the solution

d
dt

[
Mh(t)u(t)

]
+ Sh(t)u(t) = 0, u(0) = u0 (5.1)

and its equivalent formulation as a Cauchy problem

d
dt

y(t) + Sh(t)Mh(t)−1y(t) = 0, y(0) = Mh(0)u0 , (5.2)

with the mass matrix

Mh(t)i, j =

∫
Ωh

t

ϕi(t, x) ϕ j(t, x) dx

and the stiffness matrix
Sh(t)i, j = α

∫
Ωh

t

∇ϕi(t, x) · ∇ϕ j(t, x) dx .

for i, j = 1, . . . , d, as defined in Section 3.2.1.
A typical finite-element program sets up stiffness matrix, mass matrix and the right-hand side within

a loop over all triangles. Assume we want to compute the mass matrix Mh(t) at a time t0. This is done
as follows:

73
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1. Given the initial triangulation Th(0) of Ω0, we move all nodes to there position at time t0

ai(t0) = Φ(t0, ai), i = 1, . . . ,N .

The triangulation Th(t0) is then already completely given, because the triangles are completely
determined by the position of their nodes and always have the same nodes as vertices. This
procedure is equivalent to moving the mesh with Φh(t0, ·). Note that we can use the original
mapping Φ(t, ·) instead of the discrete mapping to move the nodes, since Φ(t, ai) = Φh(t, ai),
i = 1, . . . ,N.

2. Compute the mass matrix Mh(t) by applying the moved triangulation Th(t0) to an algorithm for
setting up a mass matrix for the linear FEM.

Since the assembly of the matrices is computationally expensive, we use an algorithm that computes
both, Mh(t) and Sh(t), at once and shares results as the position of the moved nodes. Assuming that
the reader to be familiar with the standard way of assembling mass and stiffness matrices as well as the
concept of local-to-global indexing, we state a simplified version of our algorithm without any further
explanation.

Algorithm Assembly of the Mass and Stiffness Matrix at Time t0
Set up M̂ ∈ R3×3 . Local mass matrix for K̂
Set up Ŝ (i) ∈ R2, i = 1, 2, 3 . S (i) is the gradient of the ith basis function on K̂
Mh(t0),Sh(t0) = 0 ∈ Rd×d

ai(t0) = Φ(t0, ai) for i = 1, . . . ,N
for e = 1, . . . , E do . Iterate over all triangles Ke(t0)

Compute TKe(t0) from ae
i (t), i = 1, 2, 3 . FKe(t0)(ŷ) = TKe(t0)ŷ + bKe(t0)

D =
∣∣∣det(TKe(t0))

∣∣∣
for r, s = 1, 2.3 do . Iterate over all local node and function pairings (r, s)

i = G(e, r), j = G(e, s) . G is the local-to-global index mapping
Mh(t0)i, j = Mh(t0)i, j + D M̂(r, s)
Sh(t0)i, j = Sh(t0)i, j + αD

2

(
Ŝ (r)T−1

Ke(t0)

)
·
(
Ŝ (s)T−1

Ke(t0)

)
end for

end for

Remark 5.1. We again want to emphasize an important feature of the spatial discretization: The ex-
istence of linear affine mapping FK(t) : K̂ → K(t) that maps the reference triangle K̂ to an arbitrary
triangle K(t) ∈ Th(t), allows us to compute the integrals∫

K(t)
ϕi(t, x)ϕ j(t, x) dx

and ∫
K(t)
∇ϕi(t, x) · ∇ϕ j(t, x) dx

easily and without using a numerical quadrature. This is done by evaluating these integrals for the
reference element and then transforming them as shown in the above algorithm. The basic idea is
described in [11, Kapitel 11].

5.1.2 Time Integrators

We apply several numerical time integrators to our problem:
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Runge-Kutta Methods The deduction of arbitrary Runge-Kutta methods is described in [11, Kapitel
8]. Using the same approach on (5.1), we obtain the iteration

Mn+1un+1 = Mnun − τ

s∑
i=1

biSn,iun,i

Mn,iun,i = Mnun − τ

s∑
j=1

ai jSn, jun, j .

With the abbreviations

Mn = Mh(tn), Mn,i = Mh(tn + ciτ), Sn = Sh(tn), Sn,i = Sh(tn + ciτ)

The parameters bi, ci and ai j correspond to the notation in the Butcher tableau.

We are using RadauIIA methods of order p = 3 and p = 5 and the well-known implicit Euler
method. All these schemes are described in [9].

Magnus Integrators Another type of exponential integrators which are constructed for finite dimen-
sional problems of the form

d
dt

y(t) = A(t)y(t)

are Magnus integrators. These are then of course applied to our formulation (5.2). However, the
theory behind Magnus integrators does no fit to our situation and we apply them for comparison.
A short introduction into the theory of Magnus integrators, including a proper selection of other
references, can be found in [13, Section 3].

The Magnus integrators we tested on our example are two fourth order schemes based on the
Gauss nodes and the Simpson’s rule and a second order scheme that coincides with the exponential
midpoint rule.

ExpInt The numerical scheme from (4.7) is applied to (5.2) and was presented in Section 4.1 in detail.

Our problem differs from classical FEM discretizations of parabolic problems, by the time depen-
dency of the matrices. Normally the assembly of the mass and stiffness matrices is done once at the
beginning. In our case, the evaluation of the mass and stiffness matrix is needed at least once for ev-
ery time step in the numerical scheme. Thus the assembly of the matrices is critical for the overall
performance of the program.

Remark 5.2. The evaluation of ϕk(−τAh(t)) for k = 1, 2, 3, defined in (4.5), is needed for Magnus
integrators and the exponential integrator (4.7). Our implementation is naive: We compute the eigende-
composition of −τAh(t), apply the ϕk to the diagonal matrix and transform the result back. Using e.g.
Krylov subspace methods would significantly improve the performance for large scale problems.

5.2 The Numerical Test

5.2.1 Input Values

We choose Ω0 = [0, 1] × [0, 3/2] and t ∈ [0, 1]. Since linear mappings Φ(t, ·) could imply some conse-
quences, as commutativity of the matrices or uniform transformation of each triangle, that might falsify
our results, we consider nonlinear transformation illustrated in Figure 5.1.

This transformation maps the upper part [0, 1] × [1/2, 3/2] into a bottle neck and back, whereas the
lower part remains unchanged. Hence, it is easy to compare the behavior of the diffusion equation on a
fixed domain to its behavior on an changing domain.

We do not give a closed representation of our transformations but Matlab-files are available. Let us
describe each of transformations features separately:
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Figure 5.1: The domain Ωh
t from our example at t = 0 ,t = 0.15, t = 0.4, t = 0.5, t = 0.7 and t = 0.85

from the top left. This visualization is done on a coarse mesh with 131 nodes. Observe the piecewise
approximation of the evolving domain Ωt.

• The upper part [0, 1] × [1/2, 3/2] is deformed in a quadratic diminution: Given a fixed t ∈ [0, 1],
the left boundary part {0} × [1/2, 3/2] is deformed into a quadratic polynomial (pl(y), y) with
y ∈ [1/2, 3/2]. pl connects smoothly to the lower part (i.e. p′l(1/2) = 0) and keeps the top left
vertex rectangular(i.e. p′l(3/2) = 0). The connection to the lower part is fixed with pl(1/2) = 0,
while the upper end point is moving in time with pl(3/2) = xl(t). The right part boundary part
{1}× [1/2, 3/2] is transformed symmetrically with respect to the imaginary line {1/2}× [1/2, 3/2].

• While the boundary is deformed as described above, the inner part of Ω0 is scaled linearly: Given
a segment [0, 1] × {y} in Ω0 along the x axis and the boundary points x∗(t, y) and x∗(t, y) of this
segment at time t, we map

[0, 1/2] × {y} → [x∗(t, y), 1/2] × {y}

and

[1/2, 1] × {y} → [1/2, x∗(t, y)] × {y}

linearly. Observe that this part of the transformation is not differentiable with respect to the space
variable, but only continuous.

• The variation in time is now fully described by the position of the upper left (xl(t), 3/2) and right
vertex (xr(t), 3/2). They are chosen symmetrically with respect to the imaginary line {1/2} ×
[1/2, 3/2]

xr(t) = 1 − xl(t) .
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To avoid any non-bijective mapping, we only allow xl(t) < 1/2. Furthermore, we have xl(t) ≥ 0,
since a broadening of the domain diminishes the quality of the mesh.

The actual variation of xl(t) in time is now also given by a quadratic relation where we chose

xl(0) = 0, xl(1/2) =
7
16
, xl(1) = 0 .

Thus the transformations are only non-linear along the y axis and that they show quadratic behavior in
time.

The initial value is also chosen to guarantee an easy comparison of the solution on the deforming and
the constant part of the domain. It can be described as two concentration walls, orientated along the y
axis:

u0(x) = g(x1)χ[0,1/3](x1) + g(1 − x1)χ[2/3,1](x1),

g(ξ) = sin(6πξ − π/2) + 1 .

Given the strong diffusion character of our problem, it is necessary to choose a small diffusion con-
stant

α = 0.01

since we want the solution not to vanish during the first half of the simulation.

5.2.2 Discussion of the Solution

The RadauIIA method with order p = 5 shows the fastest convergence rate and is thus used to compute
our reference solution with the step size τ = 0.001. We want to point out some noticeable facts of
the solution which is shown in Figure 5.2 and in Figure 5.3 in topview. For an easier discussion, we
understand u as a distribution of heat:

• The contraction in the upper part of the domain results in an increased heat.

• Since contraction is faster then the diffusion of heat, the two heat walls stay clearly separated. The
walls do not merge until t ≈ 0.35.

• When the domain is most contracted at t = 0.5, the diffusion process is happening quite fast,
since the homogeneous Dirichlet BC force the solution to vanish on the boundary. Therefore the
gradient is quite large and we observe a strong heat flux from the heat peak into the boundary or
rather the cold surrounding of the domain. This actual loss of heat can only be avoided if one
imposes homogeneous Neumann BC.

• On the other hand, the lower part shows the normal diffusion process on fixed domains unaffected
by the solution on the upper part. This is a confirmation that both the numerical method and the
PDE behave as they are supposed to.

• In the second half of the simulation, t ∈ [0.5, 1], the widening of the domain flattens the distribu-
tion of heat significantly stronger than the diffusion process would.
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Figure 5.2: Plot of the reference solution computed on a fine mesh with 7341 nodes. We used the
RadauIIA method of order 5 and a step size τ = 0.001. The pictures shows the reference solution at
almost uniformly distributed times t in [0, 1].
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Figure 5.3: Another plot of the reference solution in topview. The pictures are taken an t = 0.15,
t = 0.25, t = 0.35, t = 0.40, t = 0.50, t = 0.75, t = 0.85, t = 0.90 and t = 1.00 to discuss and show some
features of the solution.

5.2.3 Order of Convergence

Finally, we begin with the discussion of the order of convergence tests: To investigate on the order of
convergence of a numerical time integrator, we compute a reference solution with the RadauIIA method
of order p = 5 and the small reference step size τ = 0.001. The test integrator is then applied to (5.1) or
(5.2), depending on the integrator, with decreasing step sizes

τ j = 2− j, j = 1, . . . , 5 .

The reference solution at time t = 1 is denoted by ur and the solution of the integrator I with step size
τ j at the end time t = 1 by uI( j). The error we consider is then given by

eI( j) B ur − uI( j) .
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We measure the error with respect to the L2(Ωh
1) norm

eI( j) B
∥∥∥Πh(1)eI( j)

∥∥∥
L2(Ωh

1) =

√
eI( j)∗Mh(1)eI( j) . (5.3)
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Figure 5.4: Order plots for mesh level 1. For comparison, we added dashed lines of slope 1,3 and 5.
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Figure 5.5: Order plots for mesh level 2. For comparison, we added dashed lines of slope 1,3 and 5.
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To assure that the convergence rate does not depend on the spatial discretization parameter h we use
four triangulations of increasing fineness. We refer to these different meshes by giving them a level:
The level 1 mesh has 131 nodes, level 2 has 486 nodes, level 3 has 1871 nodes and level 4 has 7341
nodes. All triangulations were created using the Partial Differential Equation Toolbox which
is included in Matlab.

0.03125 0.0625 0.125 0.25 0.5
10−10

10−9

10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

ExpInt
Magnus2

Magnus4, Gauss
Magnus4, Simpson

RadauIIA, p=3
RadauIIA, p=5
Implicit Euler

Figure 5.6: Order plots for mesh level 3.For comparison, we added dashed lines of slope 1,3 and 5.

In Figures 5.4, 5.5 and 5.6 we plotted the error (5.3) versus time step for the different numerical
integrators at different mesh levels. The numerically observed orders of all but the Magnus integrators
conincide with their theoretical convergence order, which can be seen by the dashed slopes we added for
comparison. The RadauIIA methods show order 3 (p = 3) and order 5 (p = 5) convergence and the im-
plicit Euler method shows a convergence rate of order 1. We notice that our exponential integrator (4.7),
ExpInt, shows a numerical convergence rate of order 3, as our considerations, although not presented in
this thesis, suggest. Obviously ExpInt meets, at least for our test example, the theoretical expectations.

Only the Magnus integrators show order reduction. But since their theory does not apply to our test
example, this is not unexpected. The two order 4 Magnus integrators seem to have absolutely the same
convergence rate: Their numerically observed order is 2. This rate of convergence is 2 orders less than
when they are applied to hyperbolic problems. The Magnus integrator of theoretical order 2, also shows
order reduction: For smaller step sizes the progression of the plot suggests that its order in this example
is less than 2.

Figure 5.7 shows the plotted error for mesh level 4. Due to our limited computing capacity, we were
only able to test the shown integrators. On this mesh level the numerically observed order of the fourth
order Magnus integrator shows even stronger order reduction.

Finally, Figure 5.8 shows the error plots of ExpInt for the different mesh levels. The level 1 error is
slightly smaller than the error of the other mesh levels, but the strong similarity in the progression as
well as the almost identical error for level 2,3 and 4 give reason to expect convergence indepently of
fineness h of the spatial discretization.
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Figure 5.7: Order plots for mesh level 4.For comparison, we added dashed lines of slope 1 and 3.
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Figure 5.8: Error plot for the exponential integrator ExpInt for multiple mesh levels. The dashed line
has slope 3.



Conclusion

Most of this thesis is concerned with putting up a theoretical framework for our test example, the diffu-
sion equation on evolving domains. The analysis in Chapter 1 as well as the finite element discretization
in Chapter 3 required a lot of considerations besides the standard PDE theory. We were able to show
that the problem is well-posed and that the semi-discretization converges, bearing in mind that higher
order convergence is possible.

The construction of the ExpInt, the numerical exponential integrator for nonautonomous initial value
problems, is based on the theory we presented in Chapter 2. The efforts we made to proof the well-
posedness of the evolution problem in Theorem 2.8 were necessary to obtain a useful theoretical foun-
dation for the numerical analysis of any approximation. Moreover, we showed that the semi-discrete
problem suffices at least some of the assumptions that are necessary to guarantee its the well-posedness
as an evolution problem.

Our numerical tests, described in Chapter 5 indicate that ExpInt is in fact a useful numerical scheme.
A next step will be numerical tests with varying evolving domains to gather more data.

We also intend to close the theoretical gaps of this thesis soon. But it is still unclear how the proof
of (A3) in Chapter 4 or other supplementary assumptions that are stated in the numerical analysis of
ExpInt, is approached best.

These results will be presented elsewhere.
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Appendix A

Appendix

A.1 Material Derivative of a Gradient

Lemma A.1. If all of the following quantities exist, then

Dt
[
|∇ f |2

]
= 2∇

[
Dt f

]
· ∇ f − 2

(
∇ f Jxv

)
· ∇ f .

Proof. We use these preliminary, formal considerations:

• Let a, b : R2 → R2 with a, b ∈ C2(R2). Then

∇
[
a(x) · b(x)

]
= b(x)Jxa(x) + a(x)Jxb(x) .

• Let all the following quantities exist, then

Dt
[
∇ f · ∇ f ] ◦ Φ =

d
dt

[
∇ f ◦ Φ · ∇ f ◦ Φ

]
= 2

d
dt

[
∇ f ◦ Φ

]
· ∇ f ◦ Φ = 2Dt[∇ f ] ◦ Φ · ∇ f ◦ Φ

where the material derivative of a vector valued function is understood component wise. Thus

Dt
[
∇ f · ∇ f ] = 2Dt[∇ f ] · ∇ f .

Let H f denote the Hessian matrix of f . Then, with

Jx∇ f = H f

and the above considerations, we find

Dt
[
|∇ f |2

]
= ∂t

[
∇ f · ∇ f

]
+ ∇

[
∇ f · ∇ f

]
· v = 2∂t∇ f · ∇ f + 2

(
∇ f H f

)
· v

= 2∇
[
∂t f

]
· ∇ f + 2

(
∇ f H f

)
· v

= 2∇
[
Dt f

]
· ∇ f + 2

(
H f v − ∇[∇ f · v]

)
· ∇ f

= 2∇
[
Dt f

]
· ∇ f + 2

(
H f v − H f v − ∇ f Jxv

)
· ∇ f

= 2∇
[
Dt f

]
· ∇ f − 2

(
∇ f Jxv

)
· ∇ f .

�

A.2 Semigroup Theory

The results in this section are all given in [15]. Let X be a Banach space with respect to ‖·‖.
The following Theorem states some properties of C0 semigroups:
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Theorem A.2 ([15, Theorem 1.2.4]). Let T (t) be a C0 semigroup and let A be its infinitesimal generator.
Then

1. For x ∈ X,

lim
h→0

1
h

∫ t+h

t
T (s)x ds = T (t)x .

2. For x ∈ X ∫ t

0
T (s)x ds ∈ D(A)

and

A
(∫ t

0
T (s)x ds

)
= T (t)x − x .

3. For x ∈ D(A),
T (t)x ∈ D(A)

and
d
dt

T (t)x = AT (t)x = T (t)Ax .

4. For x ∈ D(A),

T (t)x − T (s)x =

∫ t

s
T (τ)Ax dτ =

∫ t

s
AT (τ)x dτ .

Theorem A.3 ([15, Theorem 1.7.7]). Let A be a densely defined operator in X satisfyong the following
conditions.

1. For some 0 < δ < π/2, ρ(A) ⊃ Σδ = {λ |
∣∣∣arg λ

∣∣∣ < π/2 + δ} ∪ {0}.

2. There exists a constant M such that

‖R(λ, A)‖ ≤
M
|λ|

for λ ∈ Σδ, λ , 0.

Then, A is the infinitesimal generatpor of a C0 semigroup T (t) satisfying ‖T (t)‖ ≤ C. Moreover,

T (t) =
1

2πi

∫
Γ

eλtR(λ, A) dλ

where Γ is a smooth curve in Σδ running from ∞e−iϑ to ∞eiϑ for π/2 < ϑ < π/2 + δ. The integral
converges for t > 0 in the uniform operator norm.

The next result is a characterization of infinitesimal generators of analytic semigroups:

Theorem A.4 ([15, Theorem 2.5.2]). Let T (t) be a uniformly bounded C0 semigroup. Let A be the
infinitesimal generator of T (t) and assume 0 ∈ ρ(A). The following statements are equivalent:

1. T (t) can be extended to an analytic semigroup in a sector ∆δ = {z |
∣∣∣arg z

∣∣∣ < δ} and ‖T (z)‖ is
uniformly bounded in every closed subsector of ∆δ′ , δ′ < δ of ∆δ.

2. There exists a constant C such that for every σ > 0, τ , 0

‖R(σ + iτ, A)‖ ≤
C
|τ|
.
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3. There exist 0 < δ < π/2 and M > 0 such that

ρ(A) ⊃ Σ =
{
λ |

∣∣∣arg λ
∣∣∣ < π

2 + δ
}
∪ {0}

and
‖R(λ, A)‖ ≤

M
|λ|

for λ ∈ Σ, λ , 0. .

4. T (t) is differentiable for t > 0 and there is a constant C such that

‖AT (t)‖ ≤
C
t

for t > 0.

A.3 Gronwall Lemmata

The results of this section are taken from [4]. They hold true in a much more general form and setting,
but we state the results as we need them.

Proposition A.5 (Gronwall lemma: integral form, [4, Proposition 2.1]). Let T ∈ R, β ∈ R and a, b ∈
L∞(0,T ). Then,

a(t) ≤ b(t) + β

∫ t

0
a(s) ds almost everywhere in [0,T ]

implies for allmost all t ∈ [0,T ]

a(t) ≤ b(t) +

∫ t

0
eβ(t−s)b(s) ds .

If b ∈ W1,1(0,T ), it follows

a(t) ≤ eβt
(
b(0) +

∫ t

0
e−βsb′(s) ds

)
.

Proposition A.6 (Gronwall lemma: differential form, [4, Proposition 2.2]). Let T ∈ R, a ∈ W1,1(0,T ),
β ∈ R and g ∈ L1(0,T ). Then,

a′(t) ≤ g(t) + βa(t) almost everywhere in [0,T ]

implies for allmost all t ∈ [0,T ]

a(t) ≤ eβta(0) +

∫ t

0
eβ(t−s)g(s) ds .
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